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Abstract. We are interested in the question whether the models in-
duced by the infinitary lambda calculus are orderable, that is whether
they have a partial order with a least element making the context opera-
tors monotone. The first natural candidate is the prefix relation: a prefix
of a term is obtained by replacing some subterms by ⊥. We prove that six
models induced by the infinitary lambda calculus (which includes Böhm
and Lévy-Longo trees) are orderable by the prefix relation. The following
two orders we consider are the compositions of the prefix relation with
either transfinite η-reduction or transfinite η-expansion. We prove that
these orders make the context operators of the η-Böhm trees and the∞η-
Böhm trees monotone. The model of Berarducci trees is not monotone
with respect to the prefix relation. However, somewhat unexpectedly, we
found that the Berarducci trees are orderable by a new order related to
the prefix relation in which subterms are not replaced by ⊥ but by a
lambda term O called the ogre which devours all its inputs. The proof of
this uses simulation and coinduction. Finally, we show that there are 2c

unorderable models induced by the infinitary lambda calculus where c is
the cardinality of the continuum.

1 Introduction

In this paper we give order structure to some models induced by the infinitary
lambda calculi. Our starting point are lambda calculi that extend finite lambda
calculus with infinite terms and transfinite reduction. The β and η reduction
rules apply to infinite terms in much the same way as they apply to finite terms.
However, characteristic for these calculi is that they contain a ⊥-rule that maps a
certain set U of meaningless terms to ⊥. Without such an addition the extension
of finite lambda calculus with infinite terms and reductions immediately would
result in loss of confluence [8]. All infinite calculi that we consider have the same
set of finite and infinite terms Λ∞⊥ . The variation comes from the choice of the
set U and the strength of extensionality.

Figure 1 summarises the infinitary lambda calculi studied so far [3, 8, 9, 7,
13, 15]. An interesting aspect of infinitary lambda calculus is the possibility of
capturing the notion of tree (such as Böhm and Lévy–Longo trees) as a normal
form. These trees were originally defined for finite lambda terms only, but in the
infinitary lambda calculus we can also consider normal forms of infinite terms.
The three infinitary lambda calculi mentioned in the first three rows of Figure 1
capture the well-known cases of Böhm, Lévy–Longo and Berarducci trees [3, 8,



REDUCTION RULES NORMAL FORMS NF

Beta and ⊥ for terms without tnf Berarducci trees BerT = PT N
Beta and ⊥ for terms without whnf Lévy–Longo trees LLT = PWN
Beta and ⊥ for terms without hnf Böhm trees BT = PHN
Beta, ⊥ parametric on U Parametric trees PU
Beta, ⊥ for terms w.o. hnf and Eta η-Böhm trees ηBT
Beta, ⊥ for terms w.o. hnf and EtaBang ∞η-Böhm trees ∞ηBT

Fig. 1. Infinitary Lambda Calculi

9]. In the fourth row, there is an uncountable class of infinitary lambda calculi
with a ⊥-rule parametrised by a set U of meaningless terms [10, 7]. By changing
the parameter set U of the ⊥-rule, we obtain different infinitary lambda calculi.
If U is the set of terms without head normal form, we capture the notion of
Böhm tree. If U is the set of terms without weak head normal form we obtain
the Lévy–Longo trees. And if U is the set of terms without top head normal form
to ⊥, we recover the Berarducci trees. The infinitary lambda calculus sketched
in the one but last row incorporates the η-rule [13]. This calculus captures the
notion of η-Böhm tree. The last row in Figure 1 mentions the infinitary lambda
calculus incorporating the η!-rule, a strengthened form of the η-rule [15]. The
normal forms in this calculus capture the notion of∞η-Böhm trees. In this paper
we give some new examples of parametric trees.

When the infinite extensions are confluent and normalising (normal forms
can now be infinite too!) they induce a function NF : Λ∞⊥ → Λ∞⊥ mapping a
term to its unique normal form. The normal form functions NF induce λ-models
(models of the finite lambda calculus): just interpret a term M by its normal
form NF(M) and application M ·N of two terms M and N by NF(MN).

Figure 2 summarizes the results proved in this paper. The first order we
consider is the prefix relation �. This is a natural order on terms. If terms
are represented as trees, prefixes of a tree are obtained by pruning some of its
subtrees and replacing them by ⊥. Whereas application in the model of Böhm
trees is well-known to be continuous with respect to the Scott topology induced
by the prefix relation, it is perhaps less well-known that in case of the model of
Berarducci trees, the normal form function BerT : Λ∞⊥ → Λ∞⊥ and the application
operator are not even monotone [6] and it is not clear how to define a domain-
theoretic model whose local structure is represented by Berarducci trees, though
some attempts have been made via types and filter models [4]. We prove that
PU : Λ∞⊥ → Λ∞⊥ preserves � provided U is quasi-regular and ⊥P is equal to
⊥. This generalizes the proof of monotonicity of BT and LLT given in [14]. We,
then, conclude that the prefix relation makes the context operators of six models
monotone including the models of Böhm and Lévy-Longo trees.

We also define two orders for the extensional models and prove that they
make the context operators monotone. The partial order �η on the set of η-
Böhm trees is the composition of the prefix relation with transfinite η-reduction
and it corresponds to the order on D∗

∞ [5]. The partial order �η! on the set



of ∞η-Böhm trees is the composition of the prefix relation with transfinite η!-
reduction and it corresponds to the order on Scott’s model D∞.

The next step is to find an order for Berarducci trees. We prove that the
least element of an arbitrary orderable model induced by NF should be either ⊥
or a term O called the ogre which eats all its inputs. In case the least element
is ⊥ then ⊥P should reduce to ⊥ for all P ∈ Λ∞⊥ . Hence, ⊥ cannot be the least
element of an order on Berarducci trees and the only possible candidate is O.
The term O is the solution to the recursive equation O = λx.O and it can be
obtained by applying any fixed point operator to the combinator K = λxy.x. In
the lambda model induced by Böhm trees, the ogre is interpreted as bottom.
But there are many other lambda models such as the ones induced by Lévy-
Longo and Berarducci trees that give a different interpretation to ogre. In these
models, O is identified with the infinite sequence of abstractions λx1.λx2.λx3 . . ..
We consider an order called E on terms related to the prefix relation in which
subterms are not replaced by ⊥ but by the term O. We prove that the parametric
trees PU : Λ∞⊥ → Λ∞⊥ preserve E provided U is quasi-regular and O ∈ PU (Λ∞⊥ )
using simulations and coinduction. We, then, conclude that E makes the context
operators monotone of five models including the model of Berarducci trees. We
can see in Figure 2 that the relations � and E make the context operators of
some models simultaneously monotone.

Finally, we show that there are 2c unorderable models induced by the infini-
tary lambda calculus where c is the cardinality of the continuum. In [12] Salibra
proves that there is a continuum of unorderable λ-models by considering the
equation ΩMM = Ω. This idea does not work for infinitary lambda calculus
because this equation interpreted as a reduction rule is not left linear and adding
it to the infinitary lambda calculus of Berarducci trees would destroy confluence,
as can be seen with help of a variant of Klop’s counterexample in [11]. In our
case, the trick consists in equating ⊥P sometimes to ⊥ and sometimes not. We
consider the set B0 of closed Böhm trees without ⊥ which has cardinality c and
construct infinitary lambda calculi whose normal form functions UX are indexed
on X ⊆ B0 by stating that ⊥P reduces to ⊥ if P ∈ X.

2 Infinite Lambda Calculi

We will now briefly recall some notions and facts of infinite lambda calculus
from our earlier work [8, 9, 7, 13, 15]. We assume familiarity with basic notions
and notations from [1]. Let Λ be the set of λ-terms and Λ⊥ be the set of finite
λ-terms with ⊥ given by the inductive grammar:

M ::= ⊥ | x | (λxM) | (MM)

where x is a variable from some fixed set of variables V. We follow the usual
conventions on syntax. Terms and variables will respectively be written with
(super- and subscripted) letters M,N and x, y, z. Terms of the form (M1M2)
and (λxM) will respectively be called applications and abstractions. A context
C[ ] is a term with a hole in it, and C[M ] denotes the result of filling the hole



Normal forms Prefix Ogre order Prefix up to η Prefix up to η! Orderable
NF � E �η �η! models

∞ηBT − − − + +
ηBT − − + − +
BT = PHN + − − − +
PHN−O + + − − +
PHA∪O + − − − +
PHA + + − − +
LLT = PWN + + − − +
PSA + + − − +
UX − − − − −
BerT = PT N − + − − +

Fig. 2. Orderability of the models induced by NF

by the term M , possibly by capturing some free variables of M . If σ : V → Λ∞

then Mσ is the simultaneous substitution of the variables in M by σ.
The set Λ∞⊥ of finite and infinite λ-terms is defined by coinduction using the

same grammar as for Λ⊥. This set contains the three sets of Böhm, Lévy–Longo
and Berarducci trees. In [9, 10, 7], an alternative definition of the set Λ∞⊥ is given
using a metric. The coinductive and metric definitions are equivalent [2]. In this
paper we consider only one set of λ-terms, namely Λ∞⊥ , in contrast to the formu-
lations in [9, 10] where several sets (which are all subsets of Λ∞⊥ ) are considered.
The paper [7] shows that the infinitary lambda calculi can be formulated using
a common set Λ∞⊥ , confluence and normalisation still hold since the extra terms
added by the superset Λ∞⊥ are meaningless and equated to ⊥.

We define several rules used to define different infinite lambda calculi. The β,
η and η−1-rules are extensions of the rules for finite lambda calculus to infinite
terms. The η!-rule does not appear in the finite lambda calculus. The ⊥-rule is
parametric on a set U ⊂ Λ∞ of meaningless terms [10, 7] where Λ∞ is the set of
terms in Λ∞⊥ that do not contain ⊥ (see Section 4).

Definition 1. We define the following rewrite rules on Λ∞⊥ :

(λx.M)N →M [x := N ] (β)
M [⊥ := Ω] ∈ U M 6= ⊥

(⊥)
M → ⊥

x 6∈ FV (M)
(η)

λx.Mx→M

x 6∈ FV (M)
(η−1)

M → λx.Mx

x→→→η−1 N x 6∈ FV (M)
(η!)

λx.MN →M

In this paper we need various rewrite relations constructed from these rules
on the set Λ∞⊥ . These are defined in the standard way, eg. →β⊥η! is the smallest
binary relation containing the β, ⊥ and η!-rules which is closed under contexts.
Reduction sequences can be of any transfinite ordinal length α: M0 → M1 →
M2 → . . .Mω → Mω+1 → . . .Mω+ω → Mω+ω+1 → . . .Mα. This makes sense if
the limit terms Mω,Mω+ω, . . . in such sequence are all equal to the corresponding



Cauchy limits, limβ→λ Mβ , in the underlying metric space for any limit ordinal
λ ≤ α. If this is the case, the reduction is called Cauchy converging. We need
the stronger concept of a strongly converging reduction that in addition satisfies
that the depth of the contracted redexes goes to infinity at each limit term:
limβ→λ dβ = ∞ for each limit ordinal λ ≤ α, where dβ is the depth in Mβ of
the contracted redex in Mβ → Mβ+1. Any finite reduction is, then, strongly
converging. We use the following notation:

1. M → N denotes a one step reduction from M to N ;
2. M →→ N denotes a finite reduction from M to N ;
3. M →→→ N denotes a strongly converging reduction from M to N .

Variations on the reduction rules give rise to different calculi (see Figure 1).
The resulting infinite lambda calculus (Λ∞⊥ ,→ρ) we will denote by λ∞ρ for any
ρ ∈ {β⊥, β⊥η, β⊥η!}. Since the ⊥-rule is parametric, each set U of meaningless
terms gives a different infinitary lambda calculus λ∞β⊥.

Definition 2. 1. We say that a term M in λ∞ρ is in ρ-normal form if there is
no N in λ∞ρ such that M →ρ N .

2. We say that λ∞ρ is confluent (Church-Rosser) if (Λ∞⊥ ,→→→ρ) satisfies the dia-
mond property, i.e. ρ←←← ◦ →→→ρ ⊆ →→→ρ ◦ ρ←←←.

3. We say that λ∞ρ is normalising if for all M ∈ Λ∞⊥ there exists an N in
ρ-normal form such that M →→→ρ N .

Theorem 3. [9, 10, 7] Let U be a set of meaningless terms. The calculi λ∞β⊥
with a parametric ⊥-rule on the set U are confluent, normalising and satisfy
postponement of ⊥ over β.

In [7] confluence of the parametric calculi is proved for Cauchy converging
reduction as well as for strongly converging reduction.

Theorem 4. [13, 15] The infinite lambda calculi of ∞η-Böhm and η-Böhm
trees are confluent and normalising.

Assumption. In the rest of the paper whenever we refer to NF : Λ∞⊥ → Λ∞⊥ , we
are assuming that the infinitary lambda calculus in question is confluent and
normalising and that NF is the function that maps a term to its unique normal
form. We denote by M =NF N if NF(M) = NF(N).

3 Basic forms

In this section we introduce new forms of terms analogous to the notions of head,
weak head and top normal forms and define certain specific subsets of Λ∞ (terms
of Λ∞⊥ without ⊥) containing the respective forms.

Definition 5. Let M ∈ Λ∞⊥ . We define that

1. M is a head normal form (hnf) if M = λx1 . . . xn.yP1 . . . Pk.



2. M is a weak head normal form (whnf) if M is a hnf or M = λx.N .
3. A term M is a top normal form (tnf) if it is either a whnf or an application

(NP ) if there is no Q such that N →→β λx.Q.
4. M is a rootactive form (with respect to β) if for all M →→→β N there exists a

redex (λx.P )Q such that N →→→β (λx.P )Q.
5. M is a head bottom form (hbf) if M = λx1 . . . xn.⊥P1 . . . Pk.
6. M is a head active form (haf) if M = λx1 . . . xn.RP1 . . . Pk and R is rootac-

tive.
7. M is a strong active form (saf) if M = RP1 . . . Pk and R is rootactive.
8. M is a strong active form relative to X (X-saf) if M = RP1 . . . Pk and R is

rootactive and P1, . . . , Pk ∈ X.
9. M is an infinite left spine form (ilsf) if M = λx1 . . . xn.((. . . P2)P1.

10. M is a strong infinite left spine form (silsf) if M = ((. . . P2)P1.
11. M is a basic form if it is either a head normal form, a head bottom form, a

head active form, an infinite left spine or the ogre.

We now define some subsets of Λ∞ for the previous defined forms.

Definition 6. We define the following subsets of Λ∞:

HN = {M ∈ Λ∞ |M →→β N and N in head normal form}
WN = {M ∈ Λ∞ |M →→β N and N in weak head normal form}
T N = {M ∈ Λ∞ |M →→β N and N in top normal form}

By HN , WN and T N we denote their respective complements.

Definition 7. 1. The basic sets are the following subsets of Λ∞:

HA = {M ∈ Λ∞ |M →→β N and N is head active}
IL = {M ∈ Λ∞ |M →→→β N and N is an infinite left spine form}
O = {M ∈ Λ∞ |M →→→β O}

2. The strongly basic sets are the following subsets of Λ∞:

R = {M ∈ Λ∞ |M is rootactive} = T N
SA = {M ∈ Λ∞ |M →→β N and N is strong active }
SIL = {M ∈ Λ∞ |M →→→β N and N is a strong infinite left spine form }

3. Finally we define a family of subsets of Λ∞ depending on some X ⊆ Λ∞:

SAX = {M ∈ Λ∞ |M →→→β N and N is a strong active form relative to X}

Note that R[⊥ := Ω] ∈ R iff R is ⊥ or R is rootactive with respect to β.

Definition 8. The skeleton of a term M ∈ Λ∞⊥ is defined by coinduction:

skel(M) = y if M →→β y
skel(M) = ⊥ if M →→β ⊥
skel(M) = λx.skel(N) if M →→β λx.N
skel(M) = skel(N) skel(P ) if M →→β NP and N 6→→β λx.Q for any Q
skel(M) = M if M does not have a top normal form



The skeleton of a term is essentially the Berarducci tree of a term but instead
of replacing rootactive terms by ⊥, we leave rootactive terms untouched.

Lemma 9. Let M ∈ Λ∞⊥ . Then M →→→β skel(M) and skel(M) is a basic form.

4 Axioms of meaningless terms

In this section we recall the axioms of meaningless terms [10, 7] and give new
examples of parametric infinite lambda calculi. Let U ⊆ Λ∞ be an arbitrary set.
The axioms of meaningless terms on the set U are:

1. Closure under β-reduction. If M ∈ U and M →→→β N then N ∈ U .
2. Overlap. If λx.M ∈ U then (λx.M)N ∈ U .
3. Closure under substitution. If M ∈ U then Mσ ∈ U .
4. Rootactiveness. R ⊆ U .
5. Indiscernibility. Let M

U↔ N denote that if N is obtained from M by replacing
some (possibly infinitely many) subterms in U by other terms in U . Then,
M ∈ U iff N ∈ U .

Definition 10. A set U ⊆ Λ∞ of meaningless terms is a set that satisfies the
five axioms of meaningless terms.

Hence, the parametric infinitary lambda calculi are the calculi λ∞β⊥ with a
parametric ⊥-rule on a set U satisfying the axioms of meaningless terms given
above. The normal form of these calculi is denoted by PU . If U = Λ∞ then
M =PU ⊥ for all M ∈ Λ∞⊥ and PU induces the trivial theory. Since indiscernibility
is not easy to prove, we will reduce it to some property which is easier to prove.
For this, we need the following properties on a set U ⊆ Λ∞:

1. Closure under β-expansion. If N ∈ U and M →→→β N then M ∈ U .
2. Indiscernibility on skeletons. Let P be a skeleton such that P �U M and

P �U N . Then, M ∈ U iff N ∈ U .

Definition 11. A set U of strongly meaningless terms is a set that satisfies:
closure under β-reduction, overlap, closure under substitution, rootactiveness,
closure under β-expansion and indiscernibility on skeletons.

Theorem 12. [10, 7] HN , WN and T N = R are sets of meaningless terms.

Definition 13. Let U ⊆ Λ∞, M,N ∈ Λ∞⊥ . Then, M �U N if M is obtained
from N by replacing some subterms of N which belong to U by ⊥.

Lemma 14. Let U be closed under substitution. If M �U N and M →→→β M ′

then N →→→β N ′ and M ′ �U N ′ for some N ′.

Proof. This is proved by induction on the length of the reduction sequence. ut



The following lemma may not hold for terms that are not rootactive. For
instance, take (λx.Ω) ∈ U , M = ⊥P and N = (λx.Ω)P . Then M �U N and
N →β N ′ = Ω but there is no M ′ such that M →→β M ′ �U N ′.

Lemma 15. Let U be closed under substitution and M rootactive. If M �U N
and N →→β N ′ then there exists M ′ such that M →→β M ′ and M ′ �U N ′.

Proof. We do only one step of β-reduction. Since M is rootactive, we then have
that M = (λx.M0)M1 . . .Mk. But then N = (λx.N0)N1 . . . Nk and Mi �U Ni.
We contract the β-redex in the head position in N and in M . Since U is closed
under substitution, M0[x := M1]M2 . . .Mk �U N0[x := N1]N2 . . . Nk. ut

Lemma 16. Let U be closed under substitution. If M �U N and M rootactive
then N is rootactive.

Proof. Suppose now that N is not rootactive, then there exists a top normal form
N ′ such that N →→β N ′ by contracting only head redexes. Then, by Lemma 15
there exists M ′ such that M →→β M ′ and M ′ �U N ′. If N ′ is a top normal form
then so is M ′. ut

Theorem 17. If U ⊂ Λ∞ is a set of strongly meaningless terms then it is also
a set of meaningless terms.

Proof. Both definitions have the first four axioms in common. We prove indis-
cernibility. Let M

U↔ N . Then there exists P such that P �U M and P �U N .
By Lemma 9 and Lemma 14, we have that skel(P ) �U M ′ and skel(P ) �U N ′ for
some M ′, N ′ such that M →→→β M ′ and N →→→β N ′. By indiscernibility on skele-
tons M ′ ∈ U iff N ′ ∈ U . Since U is closed under β-reduction and β-expansion,
we have that M ∈ U iff N ∈ U . ut

Theorem 18. The following sets are sets of strongly meaningless terms:

1. HA, SA, HA∪ IL and HA∪O
2. SAX if X is a subset of closed terms in BerT(Λ∞⊥ ) without ⊥.

Proof. The first five axioms are not difficult to prove. We prove indiscernibility
on skeletons for SAX . Suppose P is a skeleton and P �SAX

M,N .

1. If P is either a head normal form, the ogre or an infinite left spine so are M
and N . Hence, M,N 6∈ SAX .

2. If P = λx1 . . . xn.RP1 . . . Pk is a head active form. By Lemma 16, M and
N are also head active forms. Then M = λx1 . . . xn.R′M1 . . .Mk, N =
λx1 . . . xn.R′′N1 . . . Nk. and Pi �SAX

Mi, Ni for 1 ≤ i ≤ k. If M ∈ SAX

then n = 0 and Mi = BerT(Mi) ∈ X ⊆ Λ∞. Since Mi = BerT(Mi), we have
that Mi does not contain subterms in SAX and hence Pi = Mi. Then, Pi

does not contain ⊥ and also Pi = Ni. Clearly, Ni ∈ X and N ∈ SAX .
3. Suppose P = λx1 . . . xn.⊥P1 . . . Pk is a head bottom form. The bottom in

the head of P has to be replaced by some term in SAX to get M and N .
Then, we proceed as in the previous part to prove that Pi = Mi = Ni ∈ X.

ut



5 Regular and quasi-regular sets

In this section we define and give examples of regular and quasi-regular sets of
meaningless terms. Figure 3 summarizes and shows all these sets. ordered by
inclusion. We use the notation U → U if U ⊃ U ′.

HA∪ IL ∪ O = HN
ssgggggggg

))TTTTTTT

HA∪ IL = HN −O
sshhhhhhhh

++WWWWWWWWWWWW
HA∪O

uujjjjjjjjjj

SA ∪ SIL = WN

++WWWWWWWWWWWW
HA

ssggggggggggggggggg

SA
��

SAX

��

R = T N

Fig. 3. Sets of meaningless terms ordered by inclusion

Definition 19. Let U ⊆ Λ∞ be a set of meaningless terms.

1. U is regular if for all basic sets X, if X ∩ U 6= ∅ then X ⊆ U .
2. U is quasi-regular if for all strongly basic sets X, if X ∩ U 6= ∅ then X ⊆ U .

If a set is regular then it is quasi-regular. The sets SAX are neither regular
nor quasi-regular provided X 6= ∅ and X 6= Λ∞.

Theorem 20. Let U be a set of meaningless terms.

1. If λx.M ∈ U then M ∈ U .
2. If λx.M ∈ U then HA ⊆ U . In particular, if O ∈ U then HA ⊂ U .
3. If SIL ⊆ U then SA ⊆ U .
4. If IL ⊆ U then HA ⊆ U .
5. If a head normal form is in U then U = Λ∞.

Proof. We only prove the first three parts. The rest are similar.

1. By the overlap and closure under β-reduction axioms, (λx.M)x→β M ∈ U .
2. By the overlap axiom, (λx.M)Q ∈ U for all Q ∈ Λ∞. By indiscernibil-

ity we have that RQ ∈ U for R ∈ R and also RQ1 . . . Qk ∈ U for all
Qi ∈ Λ∞. By the previous part and indiscernibility, λx.R ∈ U and hence
λx1 . . . xn.RQ1 . . . Qk ∈ U .



3. Let (ωQ) = ((. . .)Q)Q). We have that (ωQ) = (ωQ)Q ∈ U By indiscernibility,
RQ ∈ U for any R ∈ R and also RQ1 . . . Qk ∈ U for all Qi ∈ Λ∞. ut

Corollary 21. The regular sets are: HA ∪ IL ∪ O = HN , HA ∪ IL = HN −
O, HA ∪ O and HA. The quasi-regular sets are the regular ones and the sets
SA ∪ SIL =WN , SA and R = T N .

6 Explicit definition of the normal forms

Figure 4 shows the difference between the normal forms of the different para-
metric infinitary lambda calculi considered in this paper.

In the figure we make the abbreviations: λx.M = λx1 . . . xn.M and MP =
MP1 . . . Pk. For simplicity we assume that Pi ∈ PU (Λ∞⊥ ) for all i. The case of
head bottom forms is not shown in the table but it is as the case of head active
forms where ⊥ plays the role of the rootactive term R. The cases U = HN ,WN
and T N correspond to the cases of Böhm, Lévy-Longo and Berarducci trees
respectively.

Set U Head normal form Ogre Head active form Inf left spine form
PU (λx.yP ) PU (O) PU (λx.RP ) PU (λx.((. . . P2)P1))

HN λx.yP ⊥ ⊥ ⊥

HN −O λx.yP O ⊥ ⊥

HA ∪O λx.yP ⊥ ⊥ λx.((. . . P2)P1)

HA λx.yP O ⊥ λx.((. . . P2)P1)

WN λx.yP O λx.⊥ λx.⊥

SA λx.yP O λx.⊥ λx.((. . . P2)P1)

SAX λx.yP O


λx.⊥ if P ∈ X

λx.⊥P otherwise
λx.((. . . P2)P1)

T N λx.yP O λx.⊥P λx.((. . . P2)P1)

Fig. 4. Definition of PU (M) when M is a skeleton

7 Models induced by NF

There are many ways of making models of lambda calculus, i.e. λ-models. In
this paper we will emphasise yet another method where the lambda calculus



itself does the job. The idea is simple: any confluent and normalising extension
of lambda calculus gives rise to a model: namely the set of normal forms. Taking
the normal form of the application of two normal forms then is the application
for this semantics.

Definition 22. The model induced by NF, denoted by M(NF), is the applica-
tive structure (NF(Λ∞⊥ ), . , [[ ]]) defined as follows:

1. M.N = NF(MN) for all M,N ∈ NF(Λ∞⊥ ),
2. [[M ]]σ = NF(Mσ) for all M ∈ Λ.

It is easy to prove thatM(NF) is a λ-model using confluence and normaliza-
tion (see Definition 5.2.7, Definition 5.3.1 and Theorem 5.3.6 in [1]).

Definition 23. A partial order v on a set A is a relation on A that reflexive,
transitive and antisymmetric. If the partial order v on A has a least element we
say that v is a pointed poset on A.

We consider partial orders on the set Λ∞⊥ or NF(Λ∞⊥ ). If M is the least element
of a pointed poset v on NF(Λ∞⊥ ) then, obviously, M is in normal form. Domain
Theory usually follows the convention of denoting the least element by ⊥. In
our case, ⊥ is a special constant in the syntax which equates the undefined or
meaningless terms but we will see that it is not necessarily the least element. In
some cases, the least element could be the ogre O (if O ∈ NF(Λ∞⊥ )).

Definition 24. Let C[ ] be a context in Λ∞⊥ . The context operator C[ ] restricted
to NF is the function λλM∈NF(Λ∞⊥ ).NF(C[M ]) : NF(Λ∞⊥ )→ NF(Λ∞⊥ ).

For the models induced by NF, it makes sense to define a notion of mono-
tonicity that considers all context operators and not only the application.

Definition 25. The partial order v makes the context operators of M(NF)
monotone if the following hold:

1. (NF(Λ∞⊥ ),v) is a pointed poset and
2. the context operators C[ ] restricted to NF are monotone in (NF(Λ∞⊥ ),v) for

all context C[ ] ∈ Λ∞⊥ .

Definition 26. We say thatM(NF) is orderable (by v) if there exists a partial
order v on NF(Λ∞⊥ ) that makes the context operators monotone. We say that
M(NF) is unorderable if it is not orderable.

8 The prefix relation

Definition 27. Let M,N ∈ Λ∞⊥ . We say that M is a prefix of N (we write
M � N) if M is obtained from N by replacing some subterms of N by ⊥.

The prefix relation � is a pointed poset on NF(Λ∞⊥ ) with ⊥ as least element.



Lemma 28. If M � N then there exists N ′ such that PU (M) � N ′ and N →→→β

N ′.

Proof. Using Lemma 9 and by taking U = Λ∞ in Lemma 14, we have that
skel(M) � N ′ for some N ′ such that N →→→β N ′. Hence PU (M) � skel(M) � N ′.

ut

The following theorem is a generalization of the proof of monotonicity of BT
and LLT given in [14]. It is possible to give an alternative proof of this theorem
using a simulation similar to Theorem 42.

Theorem 29. Let U be quasi-regular and SA ⊆ U . Then, PU : Λ∞⊥ → Λ∞⊥ is
monotone in (Λ∞⊥ ,�).

Proof. Let M,N ∈ Λ∞⊥ such that M � N . We prove that P = PU (M) � PU (N).
By Lemma 28 we have that P � Q and N →→→β Q for some Q. It is enough to
prove that Pn � PU (Q) (where Pn denotes the truncation of P at depth n).
Then, P =

⋃
n∈ω Pn � PU (Q). We prove Pn � PU (Q) fo all n by induction.

1. P = λx1 . . . xn.yP1 . . . Pm. Then Q = λx1 . . . xn.yQ1 . . . Qm and for all i,
Pi � Qi. Hence, PU (Q) = λx1 . . . xn.yPU (Q1) . . .PU (Qm). By induction hy-
pothesis, (Pi)h � PU (Qi) for all h < n. It is easy to see that Pn � PU (Q).

2. P = O. Then P = Q = O.
3. P = λx1 . . . xn.⊥P1 . . . Pm. Then, Q = λx1 . . . xn.Q0. Since SA ⊆ U , we

have that m = 0. If n > 0 then by Theorem 20 no abstraction belongs to U
and hence PU (Q) = λx1 . . . xn.PU (Q0).

4. P = λx1 . . . xn.((. . .)P2)P1. Then, Q = λx1 . . . xn.((. . .)Q2)Q1. Suppose
towards a contradiction that Q ∈ U . Then ((. . .)Q2)Q1 ∈ U by Theo-
rem 20. Since U is quasi-regular, all infinite left spine should belong to U
and contradicts the fact that P is an infinite left spine in β⊥-normal form.
Hence, PU (Q) = λx1 . . . xn.((. . .)PU (Q2))PU (Q1). By induction hypothesis,
(PU (Pi))h � PU (Qi) for all h < n. It is easy to see that (P )n � PU (Q). ut

The next corollary is deduced from Corollary 21 and the previous theorem.

Corollary 30. The functions NF ∈ {BT,PHN−O,PHA∪O,PHA, LLT,PSA} are
monotone in (Λ∞⊥ ,�).

Theorem 31. If NF : Λ∞⊥ → Λ∞⊥ is monotone in (Λ∞⊥ ,�) then the prefix relation
� makes the context operators of M(NF) monotone.

Proof. If M � N then C[M ] � C[N ]. Since PU is monotone, we have that
PU (C[M ]) � PU (C[N ]). ut

Corollary 32. The prefix relation � makes the context operators of M(NF)
monotone for NF ∈ {BT,PHN−O,PHA∪O,PHA, LLT,PSA}.

Corollary 33. The models induced by BT,PHN−O,PHA∪O,PHA, LLT and PSA
are all orderable.



We show some examples in which the prefix relation does not make all the
context operators monotone:

1. The prefix relation � does not make the application monotone ofM(BerT),
though it makes the abstraction monotone. Take M = ⊥, N = λx.⊥ and
P = y. Then M � N but M · P 6� N · P .

2. The prefix relation � does not make either the abstraction or the application
ofM(ηBT) andM(∞ηBT) monotone.
(a) Take M = y⊥ and N = yx. Then M � N but λx.M 6� λx.N .
(b) Take M = λxy.z(x⊥y)y, N = λxy.z(xyy)y and P = (λxy.x). Then

M � N but M · P 6� N · P .

9 Orders for extensionality

We define two partial orders for which the context operators of the extensional
models will be monotone.

Definition 34. 1. Let M,N ∈ ηBT(Λ∞⊥ ). Then, M �η N if M η←←← P �
Q→→→η N for some P,Q ∈ BT(Λ∞⊥ ).

2. Let M,N ∈ ∞ηBT(Λ∞⊥ ). Then, M �η! N if M η!←←← P � Q→→→η! N for some
P,Q ∈ BT(Λ∞⊥ ).

Lemma 35. [13, 15] Let M,N ∈ Λ∞⊥ . If M →→→η N , then BT(M)→→→η BT(N).
And if M →→→η! N , then BT(M)→→→η! BT(N).

Theorem 36. 1. �η makes the context operators of M(ηBT) monotone.
2. �η! makes the context operators of M(∞ηBT) monotone.

Proof. We only prove (1). The proof of (2) is similar. Suppose that M �η N .
Then BT(M) →→→η P � Q η←←← BT(N). By Lemma 35 and monotonicity of BT
(Corollary 30), BT(C[M ])→→→η BT(C[P ]) � BT(C[Q]) η←←← BT(C[N ]). ut

Corollary 37. The models induced by ηBT and ∞ηBT are orderable.

10 Ogre as least element

In order to make the application of Berarducci trees monotone, the ogre should
be the least element and not ⊥. This is a consequence of the following theorem:

Theorem 38. If v makes the application of M(NF) monotone then we have
that:

1. either ⊥ is the least element of v and ⊥P →⊥ ⊥ for all P ∈ Λ∞⊥ or
2. O is the least element of v.



Proof. Suppose that M ∈ NF(Λ∞⊥ ) is the least element. Then M v λx.M and we
choose x 6∈ fv(M). If application is monotone then M · P v (λx.M) · P =NF M
and hence MP =NF M for all P for all P ∈ NF(Λ∞⊥ ). Now either M = ⊥ in
which case ⊥P →⊥ ⊥ for all P ∈ Λ∞⊥ . Or M 6= ⊥ and then Mx = M for all x.
Hence M is the solution of the recursive equation M = λx.M and so M = O. ut

We define a partial order making the model of Berarducci trees monotone:

Definition 39. Let O ∈ NF(Λ∞⊥ ). We define E on NF(Λ∞⊥ ) as follows: M E N
if M is obtained from N by replacing some subterms of N by O.

It is easy to see that E is partial order and that O is the least element.

Definition 40. An ogre simulation is a relation S on Λ∞⊥ such that MSN im-
plies:

1. If M = λx1 . . . xn.y then N = λx1 . . . xn.y.
2. If M = λx1 . . . xn.⊥ then N = λx1 . . . xn.⊥.
3. If M = λx1 . . . xn.PQ then N = λx1 . . . xn.P ′Q′, PSP ′ and QSQ′.

The relation E is the maximal ogre simulation.

Lemma 41. Let M E N .

1. If M →→→β M ′ then there exists N ′ such that M ′ E N ′ and N →→→β N ′.
2. If N →→→β N ′ then there exists M ′ such that M ′ E N ′ and M →→→β M ′.
3. If M is rootactive then N is rootactive.

Proof. The first two parts are proved by induction on the length of the reduction
sequence. The last part uses the second one. ut

Theorem 42. Let O ∈ PU (Λ∞⊥ ). If U is quasi-regular then PU : Λ∞⊥ → Λ∞⊥ is
monotone in (Λ∞⊥ ,E).

Proof. Let M,N ∈ Λ∞⊥ such that M E N . We prove that PU (M) E PU (N). Let
U = skel(M). By Lemma 41 we have that U E V and N →→→β V for some V .
We define S as the set of pairs (PU (P ),PU (Q)) such that P and Q are subterms
of respectively U and V at the same position p and they are not subterms of
rootactive terms. Note that if U E V then P E Q. We prove that S is an ogre
simulation. Suppose (P,Q) ∈ S. Then,

1. P = λx1 . . . xn.yP1 . . . Pm. Then Q = λx1 . . . xn.yQ1 . . . Qm and for all i,
Pi E Qi. Hence, PU (P ) = λx1 . . . xn.yPU (P1) . . .PU (Pm) and PU (Q) =
λx1 . . . xn.yPU (Q1) . . .PU (Qm). By definition of S, (PU (Pi),PU (Qi)) ∈ S.

2. P = O. Then PU (P ) = O.
3. P = λx1 . . . xn.RP1 . . . Pm. Then, Q = λx1 . . . xn.Q0Q1 . . . Qm, also

R E Q0 and Pi E Qi for 1 ≤ i ≤ m. By Lemma 41, if R is
rootactive so is Q0. Hence, PU (P ) = λx1 . . . xn.⊥PU (P1) . . .PU (Pm) and
PU (Q) = λx1 . . . xn.⊥PU (Q1) . . .PU (Qm). By definition of S, we have that
(PU (Pi),PU (Qi)) ∈ S.



4. P = λx1 . . . xn.⊥P1 . . . Pm. Similar to the previous case.
5. P = λx1 . . . xn.((. . .)P2)P1. Then Q = λx1 . . . xn.((. . .)Q2)Q1. We have two

cases:
(a) If PU (P ) = λx1 . . . xn.⊥ then PU (Q) = λx1 . . . xn.⊥ by Theorem 20 and

the fact that U is quasi-regular.
(b) PU (P ) = λx1 . . . xn.((. . .)PU (P2))PU (P1). By Theorem 20 and since U

is quasi-regular, we have that PU (Q) = λx1 . . . xn.((. . .)PU (Q2))PU (Q1).
By definition of S, (PU (Pi),PU (Qi)) ∈ S. ut

The next corollary is deduced from Corollary 21 and the previous theorem.

Corollary 43. BerT, PSA, LLT, PHA and PHN−O are monotone in (Λ∞⊥ ,E).

Theorem 44. If NF : Λ∞⊥ → Λ∞⊥ is monotone in (Λ∞⊥ ,E) then E makes the
context operators of M(NF) monotone.

Proof. If M E N then C[M ] E C[N ]. Since PU is monotone, we have that
PU (C[M ]) E PU (C[N ]). ut

Corollary 45. E makes the context operators monotone of the models induced
by BerT, PSA, LLT, PHA and PHN−O.

Corollary 46. The model induced by BerT is orderable.

The order E does not make the context operators of the models induced
by PSAX

monotone if X 6= ∅ and X 6= Λ∞. For instance, if X = {I} then
⊥O 6E ⊥ =PSAX

⊥I.

11 Unorderable models

In this section we construct 2c unorderable models induced by the infinitary
lambda calculus where c is the cardinality of the continuum. We consider the
set B0 of closed terms in BT(Λ∞⊥ ) without ⊥ which has the cardinality c of the
continuum. For each subset X of B0, we construct an infinitary lambda calculus
as follows. By Theorem 18, SA(X∪O) is a set of meaningless terms and PSA(X∪O)

is a parametric tree which we abbreviate as UX .

Theorem 47. Let X ⊆ B0 be non-empty. The models induced by the parametric
trees UX are unorderable.

Proof. Suppose there exists a partial order v that makes the context operators
of M(UX) monotone. By Theorem 38, we have that O is the least element of
v. Since X is non-empty, there exists M ∈ X and M = λx1 . . . xn.xiM1 . . .Mk.
Take N = λx1 . . . xn.xiO . . .O. On one hand, both head bottom forms ⊥O and
⊥M reduce to ⊥. On the other hand, the head bottom form ⊥N does not reduce
to ⊥. We have that N 6∈ X∪O because the terms in X ⊆ B0 are Böhm trees that
have a head normal form at any depth. Hence, ⊥O =UX

⊥ v ⊥N v ⊥ =UX
⊥M .
ut



Corollary 48. There are 2c unorderable models induced by the infinitary lambda
calculus where c is the cardinality of the continuum.
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