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ABSTRACT
Given an undirected graph G, a collection {(s1, t1), . . . ,(sk, tk)} of
pairs of vertices, and an integer p, the EDGE MULTICUT problem
ask if there is a set S of at most p edges such that the removal of
S disconnects every si from the corresponding ti. VERTEX MUL-
TICUT is the analogous problem where S is a set of at most p ver-
tices. Our main result is that both problems can be solved in time
2O(p3) · nO(1), i.e., fixed-parameter tractable parameterized by the
size p of the cutset in the solution. By contrast, it is unlikely that
an algorithm with running time of the form f (p) · nO(1) exists for
the directed version of the problem, as we show it to be W[1]-hard
parameterized by the size of the cutset.

Categories and Subject Descriptors
F.2 [Theory of Computing]: Analysis of Algorithms and Problem
Complexity

General Terms
Algorithms

Keywords
multicut, fixed-parameter tractability

1. INTRODUCTION
From the classical results of Ford and Fulkerson on minimum

s− t cuts [16] to the more recent O(
√

logn)-approximation algo-
rithms for sparsest cut problems [35, 1, 14], the study of cut and
separation problems have a deep and rich theory. One well-studied
problem in this area is the EDGE MULTICUT problem: given a
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graph G and pairs of vertices (s1, t1), . . . , (sk, tk), remove a min-
imum set of edges such that every si is disconnected from its cor-
responding ti for every 1 ≤ i ≤ k. For k = 1, EDGE MULTICUT

is the classical s − t cut problem and can be solved in polyno-
mial time. For k = 2, EDGE MULTICUT remains polynomial-time
solvable [37], but it becomes NP-hard for every fixed k ≥ 3 [11].
EDGE MULTICUT can be approximated within a factor of O(logk)
in polynomial time [17] (even in the weighted case where the goal
is to minimize the total weight of the removed edges). However,
under the Unique Games Conjecture of Khot [24], no constant fac-
tor approximation is possible [7]. One can analogously define the
VERTEX MULTICUT problem, where the task is to remove a min-
imum set of vertices. An easy reduction shows that the vertex ver-
sion is more general than the edge version.

Using brute force, one can decide in time nO(p) if a solution of
size at most p exists. Our main result is a more efficient exact
algorithm for small values of p (the O∗ notation hides factors that
are polynomial in the input size):

THEOREM 1.1. Given an instance of VERTEX MULTICUT or
EDGE MULTICUT and an integer p, one can find in time O∗(2O(p3))
a solution of size p, if such a solution exists.

That is, we prove that VERTEX MULTICUT and EDGE MULTICUT

are fixed-parameter tractable parameterized by the size p of the so-
lution, resolving a very challenging open question in the area of pa-
rameterized complexity1. (Recall that a problem is fixed-parameter
tractable (FPT) with a particular parameter p if it can be solved in
time f (p) · nO(1), where f is an arbitrary function depending only
on p; see [13, 15, 31] for more background). The question was first
asked explicitly perhaps in [26]; it has been restated more recently
as an open problem in e.g., [20, 8]. Our result shows in particular
that multicut is polynomial-time solvable if the size of the optimum
solution is O( 3

√
logn) (where n is the input size).

One reason why multicut is a fundamental problem is that it is
able to express several other problems. It has been observed that a
correlation clustering problem called FUZZY CLUSTER EDITING

can be reduced to (and in fact, equivalent with) EDGE MULTICUT

[3, 12, 2]. Our results show that FUZZY CLUSTER EDITING is
FPT parameterized by the editing cost, settling this open problem
discussed e.g., in [3].

Related results. The fixed-parameter tractability of multicut
and related problems has been thoroughly investigated in the lit-
erature. EDGE MULTICUT is NP-hard on trees, but it is known to
be FPT, parameterized by the maximum number p of edges that
can be deleted, and admits a polynomial kernel [5, 21]. Multi-

1Independently of our work and using very different techniques
Bousquet et al. [4] (see also their paper in this volume) also proved
the fixed-parameter tractability of multicut.
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cut problems were studied in [20] for certain restricted classes of
graphs. For general graphs, VERTEX MULTICUT is FPT if both
p and and the number of terminal pairs k are chosen as parame-
ters (i.e, the problem can be solved in time f (p,k) · nO(1) [27, 36,
19] for some function f ). The algorithm of Theorem 1.1 is su-
perior to these result in the sense that the running time depends
polynomially on the number of terminals, and the exponential de-
pendence is restricted to the parameter p. For the special case of
MULTIWAY CUT (where terminals in a set T have to be pairwise
separated form each other), algorithms with running time of the
form f (p) · nO(1) were already known [27, 8, 19], but apparently
these algorithms do not generalize in an easy way to multicut. An
FPT 2-approximation algorithm was given in [28] for EDGE MUL-
TICUT: in time O∗(2O(p log p)), one can find a solution of size 2p
if a solution of size p exists. There is no obvious FPT algorithm
for the problem even on bounded-treewidth graphs, although one
can obtain linear-time algorithms if the treewidth remains bounded
after adding an edge siti for each terminal pair [18, 32]. A PTAS is
known for bounded-degree graphs of bounded treewidth [6].

Our techniques. The first two steps of our algorithm follows
[28]. We start by an opening step that is standard in the design of
FPT algorithms. Instead of solving the original VERTEX MULTI-
CUT problem, we solve the compression version of the problem,
where the input contains a solution W of size p+1, and the task is
to find a solution of size p (if exists). A standard argument called
iterative compression [34, 23] shows that if the compression prob-
lem is FPT, then the original problem is FPT. Alternatively, we can
use the polynomial-time approximation algorithm of Gupta [22],
which produces a solution W of size p2 if a solution of size p ex-
ists. In this case, O(p2) iterations of the compression algorithm
gives a solution of size p.

Next, as in [28], we try to reduce the compression problem to
ALMOST 2SAT (delete k clauses to make a 2-CNF formula satisfi-
able; also known as 2CNF DELETION), which is known to be FPT
[33]. However, our 2SAT formulation is very different from the
one in [28]: we introduce a single variable xv only for each vertex
of G, while in [28] there is a variable xv,w for every v ∈ V (G) and
w ∈W . This simpler reduction to ALMOST 2SAT is correct only if
the instance satisfies two quite special properties:

(1) every component of G\W is adjacent to at most two vertices
of W (“has at most two legs”), and

(2) there is a solution S such that every component of G\S con-
tains a vertex of W (“no vertex is isolated from W after re-
moving the solution”).

The main part of the paper is devoted to achieving these proper-
ties. In order to achieve property (1), we show by an analysis of
cuts and performing appropriate branchings that the set W can be
extended in such a way that every component has at most two legs
(Section 5). To achieve property (2), we describe a nontrivial way
of sampling random subset of vertices such that if we remove this
subset by a certain contraction operation (taking the torso of the
graph), then without changing the solution, we get rid of the parts
not reachable from W with some positive probability (Section 4).
This random sampling uses the concept of “important separators,”
which was introduced in [27], and has been implicitly used in [9,
33, 8] in the design of parameterized algorithms. We consider the
random selection of important separators the main new technical
idea of the paper. Subsequently to the current paper, the technique
was applied in the very different context of clustering [25].

Directed graphs. Having resolved the fixed-parameter tractabil-
ity of VERTEX MULTICUT, the next obvious question is what hap-
pens on directed graphs. Note that for directed graphs, the edge

and vertex versions are equivalent. In directed graphs, multicut be-
comes much harder to approximate: there is no polynomial-time
2log1−ε n-approximation for any ε > 0, unless NP ⊆ ZPP [10]. From
the fixed-parameter tractability point of view, the directed version
of the problem received particular attention because DIRECTED

FEEDBACK VERTEX SET or DFVS (delete p vertices to make the
graph acyclic) can be reduced to DIRECTED MULTICUT. The fixed-
parameter tractability of DFVS had been a longstanding open ques-
tion in the area of parameterized complexity until it was solved by
Chen et al. [9] recently. The main idea that led to the solution is
that DFVS can be reduced to a variant (in fact, special case) of DI-
RECTED MULTICUT called SKEW MULTICUT, where the task is
to break every path from si to t j for every i > j. By showing that
SKEW MULTICUT if FPT parameterized by the size of the solution,
Chen et al. [9] proved the fixed-parameter tractability of DFVS. We
show that, unlike SKEW MULTICUT, the general DIRECTED MUL-
TICUT problem is unlikely to be FPT (see the full version [29]).

THEOREM 1.2. DIRECTED MULTICUT is W[1]-hard parame-
terized by the size p of the solution.

Theorem 1.2 leaves open a number of interesting questions. Is DI-
RECTED MULTICUT FPT for a fixed (say k = 2 or k = 3) number
of terminal pairs? Is it perhaps FPT parameterized by both the
solution size and the number terminals (i.e., is there an f (p,k) ·
nO(1) time algorithm)? Is the problem easier on acyclic graphs? Is
the special case DIRECTED MULTIWAY CUT easier? The fixed-
parameter tractability of SKEW MULTICUT suggests that it is not
unreasonable to expect a positive answer to at least some of these
questions. The study of approximation algorithms for cut prob-
lems uncovered deep mathematical connections. It is possible that
the study of these problems from these problems from the view-
point of parameterized complexity and understanding the extremal
combinatorics of small cuts can will lead to further surprising con-
nections.

2. PRELIMINARIES
Let G be an undirected graph and let T = {(s1, t1), . . . ,(sk, tk)}

be a set of terminal pairs. We say that a set S ⊆V (G) of vertices is
a multicut of (G,T) if there is no component of G\S that contains
both si and ti for some 1 ≤ i ≤ k (note that it is allowed that S
contains si or ti). The central problem of the paper is the following:

VERTEX MULTICUT

Input: A graph G, an integer p, and a set T of pairs of ver-
tices of G
Output: A multicut of (G,T) of size at most p or “NO” if no
such multicut exists.

2.1 Compression
The first step in the proof of Theorem 1.1 is a standard technique

in the design of parameterized algorithm: we define and solve the
compression problem, where it is assumed that the input contains
a feasible solution of size larger than p. As this technique is stan-
dard (and in particular, we follow the approach of [28] for EDGE

MULTICUT), we keep this section short and informal.

MULTICUT COMPRESSION

Input: A graph G, an integer p, a set T of pairs of vertices of
G, and a multicut W of (G,T)
Output: A multicut of (G,T) of size at most p, or “NO” if
no such set S exists.

Our main technical contribution is showing that MULTICUT COM-
PRESSION is FPT parameterized by p and |W |.

470



LEMMA 2.1. MULTICUT COMPRESSION can be solved in time
O∗(2O((p+log |W |)3+|W | log |W |)).

Intuitively, it is clear that proving Lemma 2.1 could be easier than
solving VERTEX MULTICUT: the extra input W can give us use-
ful structural information about the graph (and as |W | appears in
a running time, a large W is also helpful). What’s not obvious is
how solving MULTICUT COMPRESSION gives us any help in the
solution of the original VERTEX MULTICUT problem. We sketch
two methods.

Method 1. Let us use the polynomial-time approximation algo-
rithm of Gupta [22] to find a multicut W of size at most c ·OPT2,
where c is a universal constant and OPT is the minimum size of
a multicut. If |W | ≥ c · p2, then we can safely answer “NO”, as
there is no multicut of size at most p. Otherwise, we run the al-
gorithm of Lemma 2.1 for this set W to obtain a solution in time
O∗(2O((p+log |W |)3) = O∗(2O(p3)).

Method 2. The standard technique of iterative compression [34,
23] allows us to reduce VERTEX MULTICUT to at most |V (G)| in-
stances of MULTICUT COMPRESSION with |W |= p+1. This tech-
nique was used for the 2-approximation of EDGE MULTICUT in
[28] and its application is analogous in our case. Let (G,T, p) be an
instance of VERTEX MULTICUT. Suppose that V (G)= {v1, . . . ,vn}
and let Gi = G[{v1, . . . ,vi}]. One by one, we consider the instances
(Gi,T, p) in ascending order of i, and for each instance we find a
solution Si of size at most p. We start with S0 = /0. For some i > 0,
we compute Si provided that Si−1 is already known. Observe that
Si−1 ∪{vi} is a multicut of size p+1 for (Gi,T). Thus we can use
the algorithm for MULTICUT COMPRESSION, which either returns
a multicut Si of (Gi,T) having size at most p or returns “NO”. In
the first case, we can continue the iteration with i+1. In the second
case, there is no multicut of size p for (G,T) (as there is no such
multicut even for (Gi,T)), and hence we can return “NO”.

Both methods result in O∗(2O(p3)) time algorithms. However,
we feel it important to mention both, as improvements in Lemma 2.1
might have different effects on the two methods.

It will be convenient to work with a slightly modified version of
the compression problem. We say that a set S ⊆V (G) is a multiway
cut of W ⊆V (G) if every component of G\S contains at most one
vertex of W .

MULTICUT COMPRESSION∗
Input: A graph G, an integer p, a set T of pairs of vertices of
G, and a multicut W of (G,T)
Output: A set S of size at most p such that S∩W = /0, S is
multicut of (G,T) and a multiway cut of W or “NO” if no
such set S exists.

In Sections 3–5, we prove the this problem is FPT:

LEMMA 2.2. MULTICUT COMPRESSION∗ can be solved in time
O∗(2O((p+log |W |)3)).

It is not difficult to reduce MULTICUT COMPRESSION to MULTI-
CUT COMPRESSION∗ (an analogous reduction was done in [28] for
the the edge case). We briefly sketch such a reduction. In order to
solve an instance (G,T,W, p) of MULTICUT COMPRESSION, we
first guess the intersection X of the multicut W given in the input
and the solution S we are looking for. This guess results in at most

∑p
i=1

(|W |
i

)
branches; in each branch, we remove the vertices of X

from G and decrease p by |X |. Thus in the following, we can re-
strict our attention to solutions disjoint from W . Next, we branch
on all possible partitions (W1, . . . ,Wt) of W , contract each Wi into
a single vertex, and solve MULTICUT COMPRESSION∗ on the re-
sulting instance (G′,T′,W ′, p′). One of the partitions (W1, . . . ,Wt)

3 4

1

1

2

2

2

Figure 1: An instance with 7 components. The strong circles
are the vertices of W , the numbers show the number of legs for
each component.

corresponds to the way the solution S partitions W into connected
components, and in this case S is a multiway cut of W ′ in G′.
Thus if the original MULTICUT COMPRESSION instance has a so-
lution S, then it is a solution of one of the constructed MULTI-
CUT COMPRESSION∗ instances. Conversely, any solution of the
constructed instances is a solution of the original instance. As the
number of partitions of W can be bounded by |W |O(|W |), the run-
ning time claimed in Lemma 2.1 follows from Lemma 2.2. Thus
proving Lemma 2.2 implies the main result Theorem 1.1.

2.2 Components and legs
Given an instance (G,T,W, p) of MULTICUT COMPRESSION∗,

we say that a component C of G\W has �-legs if C is adjacent with
� vertices of W . We say that a component is bipedal if it has two
legs. In Sections 3–4, we solve MULTICUT COMPRESSION∗ in the
special case where every component has only one or two legs (we
will call this special case BIPEDAL MULTICUT COMPRESSION∗).

LEMMA 2.3. The BIPEDAL MULTICUT COMPRESSION∗ prob-
lem can be solved in time O∗(2O((p+log |W |)3)).

Let I = (G,T,W, p) be an instance of the BIPEDAL MULTICUT

COMPRESSION∗problem, and let S be a solution for I. The iso-
lated part of the solution is the set of vertices not reachable from
any vertex of W in G \ S. We say that the solution S is nonisolat-
ing if the isolated part is empty, i.e., G \ S has exactly |W | com-
ponents. In Section 3, we show that if the BIPEDAL MULTICUT

COMPRESSION∗ instance has a nonisolating solution, then it can
be found by a quite intuitive reduction to an FPT prolem ALMOST

2SAT. Next in Section 4, we present a randomized algorithm that
modifies the instance such that if a solution exists, then it makes
the solution nonisolating with positive probability. The algorithm
is based on a randomized contraction of sets defined by “important
separators”; we review this concept in Section 2.3. We complete
the proof of Lemma 2.3 by derandomizing this algorithm.

Finally, in Section 5, we show how the general problem can be
reduced to the bipedal case. The reduction is achieved by choosing
an appropriate set B in a component with more than two legs and
guessing, for each vertex v ∈ B, which vertex of W is reachable
from v after removing the solution . Based on these guesses, we
can identify each vertex of B with a vertex of W . We prove that if
the set B is chosen appropriately, then after a bounded number of
branchings, every component has one or two legs.

2.3 Important separators
The concept of important separators were introduced in [27] to

deal with the multiway cut problem. If X is a set of vertices in
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graph G, then we denote by NG(X) the neighborhood of X in G
and define γG(X) := |NG(X)|. We drop the subscript G if it is clear
from the context.

Let G be an undirected graph and let X ,Y ⊆V (G) be two disjoint
sets. A set S ⊆V (G) of vertices is an X −Y separator if S is disjoint
from X ∪Y and there is no component2 K of G\S with K ∩X �= /0
and K ∩Y �= /0. To improve readability, we write s−Y separator
instead of {s}−Y separator if s is a single vertex.

DEFINITION 2.4. Let X ,Y ⊂ V (G) be disjoint sets of vertices,
S ⊆ V (G) be an X −Y separator, and let K be the union of every
component of G \ S intersecting X. We say that S is an important
X −Y separator if it is inclusionwise minimal and there is no X −Y
separator S′ with |S′| ≤ |S| such that K′ ⊃ K, where K′ is the union
of every component of G\S′ intersecting X.

Note that the order of X and Y matters: an important X −Y separa-
tor is not necessarily an important Y −X separator.

We state without proof some properties of Definition 2.4 that are
easy to see:

PROPOSITION 2.5. Let G be a graph, X ,Y ⊆V (G) be two dis-
joint sets of vertices, and S be an important X −Y separator.

1. For every v ∈ S, the set S\{v} is an important X −Y separa-
tor in G\ v.

2. If S is an X ′ −Y separator for some X ′ ⊃ X, then S is an
important X ′ −Y separator.

3. If G[X ] is connected, then S is an important X ′ −Y separator
for every /0 �= X ′ ⊂ X.

4. If S is an X −Y separator in G′ for some supergraph G′ of
G, then S is an important X −Y separator in G′.

The number of important separators were bound in [27] (although
the notation there is slightly different). A better bound is implicit
in [8].

LEMMA 2.6. Let X ,Y ⊆ V (G) be disjoint sets of vertices in
graph G. For every p ≥ 0, there are at most 4p important X −Y
separators of size at most p. Furthermore, we can enumerate all
these separators in time O∗(4p).

3. FINDING A NONISOLATING SOLUTION
BY REDUCTION TO ALMOST 2SAT

The goal of this section is to show that we can solve BIPEDAL

MULTICUT COMPRESSION∗ if there is at least one nonisolating
solution. In Section 4, we show that it is sufficient to solve the
problem under this assumption.

Let x1, . . . , xn be a set of variables; a literal is either a vari-
able xi or its negation x̄i. Recall that a 2CNF formula is a con-
junction of clauses with at most two literals in each clause, e.g.,
(x̄1 ∨ x2)∧ (x̄3)∧ (x1 ∨ x̄4). It is well-known that a satisfying as-
signment for a 2CNF formula can be found in linear time (if ex-
ists). However, it is NP-hard to find an assignment that maximizes
the number of satisfied clauses, or equivalently, to find a minimum
set of clauses whose removal makes the formula satisfiable. Raz-
gon and O’Sullivan [33] gave an O∗(15k) time algorithm for the
problem of deciding if a 2CNF formula can be made satisfiable by
the deletion of at most k clauses; they call this problem ALMOST

2Throughout this paper, when we refer to a component K of a
graph, we consider the set of vertices of this component. We omit
saying “the set of vertices of” for the sake of brevity.

2SAT. We need a variant of the result here, where instead of delet-
ing at most k clauses, we are allowed to delete at most k variables.
An easy reduction gives an algorithm for this variant. If φ is a
2CNF formula and X is a set of variables, then we denote by φ \X
the formula obtained by removing every clause containing a literal
of a variable in X .

THEOREM 3.1. Given a 2CNF formula φ and an integer k, in
time O∗(15k) we can either find a set X of at most k variables such
that φ \X is satisfiable, or correctly state that no such set X exists.

It is not difficult to reduce finding a nonisolating solution to the
problem solved by Theorem 3.1. For each vertex v of G \W , we
introduce a variable whose value expresses which leg of the com-
ponent containing v is reachable from v. This formulation can-
not express that a vertex is separated from both legs. However, as
we assume that there is a nonisolating solution, we do not have to
worry about such vertices.

LEMMA 3.2. Let I = (G,T,W, p) be an instance of BIPEDAL

MULTICUT COMPRESSION∗ that has a nonisolating solution of
size at most p. In time O∗(15p), we can find a (not necessarily
nonisolating) solution.

PROOF. We encode the BIPEDAL MULTICUT COMPRESSION∗
instance I = (G,T,W, p) as a 2CNF formula φ the following way.
For each component C of G \W having two legs, let �0(C) and
�1(C) be the two legs. If component C has only one leg, then let
�0(C) be this leg, and let �1(C) be undefined. For every vertex
v ∈C, let �0(v) = �0(C) and �1(v) = �1(C). We construct a formula
φ whose variables correspond to V (G)\W . The intended meaning
of the variables is that v has value b ∈ {0,1} if v is in the same
component as �b(v) after removing the solution. To enforce this
interpretation, φ contains the following clauses:

• Group 1: (u→ v), (v→ u) for every adjacent u,v∈V (G)\W .

• Group 2: If u is a neighbor of �b(u) for some b ∈ {0,1}, then
there is a clause (u = b).

• Group 3: If (u,v)∈ T, u,v �∈W , and �bu
(u) = �bv

(v) for some
bu,bv ∈ {0,1}, then there is a clause (u �= bu ∨ v �= bv) (e.g.,
if �0(u) = �1(v), then the clause is (u∨ v̄)).

• Group 4: If (u,v) ∈ T, u ∈W , v �∈W , and �b(v) = u for some
b ∈ {0,1}, then there is a clause (v �= b).

This completes the description of φ . Note that no clause is intro-
duced for pairs (u,v)∈T with u,v∈W , but these pairs are automat-
ically separated by a solution that is a multiway cut of W . Further-
more, we can assume that W induces a independent set, otherwise
there is no solution.

We show first that if I has a nonisolating solution S, then remov-
ing the corresponding variables of φ makes it satisfiable. As S is
nonisolating and it is a multiway cut of W , every vertex of G \ S
is in the same component as exactly one of �0(v) and �1(v); let
the value of variable v be b if vertex v is in the same component
as �b(v). It is clear that this assignment satisfies the clauses in the
first two groups. Consider a clause (u �= bu ∨v �= bv) from the third
group. This means that (u,v) ∈ T and �bu

(u) = �bv
(v) = w ∈ W .

If this clause is not satisfied, then u = bu and v = bv. By the way
the assignment was defined, this is only possible if u is in the same
component of G\S as �bu

(u) = w and v is in the same component
of G\S as �bv

(v) = w. Therefore, u and v are in the same compo-
nent of G\S, contradicting the assumption that S is a solution of I.
Clauses in Group 4 can be checked similarly.
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We have shown that φ can be made satisfiable by the deletion of
p variables. By Theorem 3.1, we can find such a set S′ of variables
time O∗(15p). To complete the proof, we show that such a set S′
corresponds to a (not necessarily nonisolating) solution of I. Let
us show first that S′ is a multiway cut of W . Suppose that there
is a path P connecting w0,w1 ∈ W in G \ S′. We can assume that
the internal vertices of P are disjoint from W , i.e., they are in one
component C of G\W with two legs. Thus there is a path P′ from a
neighbor v0 of w0 to a neighbor v1 of w1 in C\S′. Suppose without
loss of generality that �0(C) = w0 and �1(C) = w1. As the clauses
in Group 1 are satisfied, every variable of P′ has the same value.
However, because of the clauses in Group 2, we have xv0 = 0 and
xv1 = 1, a contradiction. Therefore, we can assume that S′ is a
multiway cut of W .

Suppose now that there is some (u,v) ∈ T such that u,v �∈W are
in the same component of G\S′; let P be a u−v path in G\S′. As W
is a multicut of T, it is clear that P goes through at least one vertex
of W . We have seen that S′ is a multiway cut of W , thus P goes
through exactly one vertex of W . Let P = P1wP2 for some path P1
that is fully contained in the component of G\W containing u and
path P2 fully contained in the component containing v. Let bu,bv ∈
{0,1} be such that �bu

(u) = �bv
(v) = w. Group 1 ensures that every

variable of P1 has the same value and Group 2 ensures that the last
variable of P1 has value bu, thus u = bu. A similar argument shows
that v = bv. However, this means that clause (u �= bu ∨ v �= vu) of
Group 3 is not satisfied, a contradiction. Finally, a similar argument
shows that the clauses in Group 4 ensure that pairs (u,v) ∈ T with
u ∈W , v �∈W are separated.

4. MAKING THE SOLUTION NONISOLAT-
ING

In this section, we present a randomized transformation that,
given an instances of BIPEDAL MULTICUT COMPRESSION∗ hav-
ing a solution, it modifies the instance in such a way that the new
instance has a nonisolating solution with probability 2−O(p3). The
main result of this section is a derandomized version of this trans-
formation:

LEMMA 4.1. Given an instance I of the BIPEDAL MULTICUT

COMPRESSION∗ problem, we can construct in time O∗(2O(p3)) a

set of t = 2O(p3) logn instances I1, . . . , It such that

1. If I has no solution, then Ii has no solution for any 1 ≤ i ≤ t.

2. If I has a solution, then Ii has a nonisolating solution for at
least one 1 ≤ i ≤ t.

Thus we can solve BIPEDAL MULTICUT COMPRESSION∗ by con-
structing the instances I1, . . . , It of Lemma 4.1 and applying the al-
gorithm of Lemma 3.2 to each instance. This will prove Lemma 2.3.

4.1 Torsos and nonisolating solutions
The randomized transformation can be conveniently described

using the operation of taking the torso of a graph.

DEFINITION 4.2. Let G be a graph and C ⊆ V (G). The graph
torso(G,C) has vertex set C and two vertices a,b ∈C are adjacent
if {a,b} ∈ E(G) or there is a path P in G connecting a and b whose
internal vertices are not in C.

It is easy to show that this operation preserves separation inside C:

PROPOSITION 4.3. Let C ⊆V (G) be a set of vertices in G and
let a,b ∈C two vertices. A set S ⊆C separates vertices a and b in
torso(G,C) if and only if S separates these vertices in G.

PROOF. Let P be a path connecting a and b in G and suppose
that P is disjoint from the set S. The path P contains vertices from
C and from V (G) \C. If u,v ∈ C are two vertices such that every
vertex of P between u and v is from V (G) \C, then by definition
there is an edge uv in torso(G,C). Using these edges, we can mod-
ify P to obtain a path P′ that connects a and b in torso(G,C) and
avoids S.

Conversely, suppose that P is a path connecting a and b in the
graph torso(G,C) and it avoids S ⊆ C. If P uses an edge uv that
is not present in G, then this means that there is a path connecting
u and v whose internal vertices are not in C. Using these paths,
we can modify P to obtain a path P′ that uses only the edges of G.
Since S ⊆C, the new vertices on the path are not in S, i.e., P′ avoids
S as well.

Let I = (G,W,T, p) be an arbitrary instance of BIPEDAL MUL-
TICUT COMPRESSION∗. Given a set Z ⊆V (G)\W of vertices, the
reduced instance I/Z = (G′,W,T′, p) is defined the following way:

1. The graph G′ is torso(G,V (G)\Z).

2. For every v ∈ V (G), let φ(v) = NG(C) if v belongs to com-
ponent C of G[Z], and let φ(v) = {v} if v �∈ Z. The set T′ is
obtained by by replacing every pair (x,y) ∈ T with the set of
pairs {(x′,y′) | x′ ∈ φ(x),y′ ∈ φ(y)}.

The main observation is that if we perform this torso operation
for a Z that is sufficiently large to cover the isolated part of a hypo-
thetical solution S and sufficiently small to be disjoint from S, then
S becomes an nonisolating solution of I/Z. Furthermore, the torso
operation is “safe” in the sense that it does not create new solutions.

LEMMA 4.4. Let I = (G,T,W, p) be an instance of BIPEDAL

MULTICUT COMPRESSION∗ and let Z ⊆V (G)\W be a set of ver-
tices. If I has no solution, then I/Z has no solution either. Further-
more, if I has a solution S such that Z covers the isolated part and
Z ∩S = /0, then S is a nonisolating solution of I/Z.

PROOF. Let G and G′ be the graphs in instances I and I/Z, re-
spectively. To prove the first statement, we show that if S′ ⊆V (G′)
is a solution of I/Z, then S′ is a solution of I as well. Suppose that
some pair (x,y) of I is not separated by S′. Let P be a path in G\S′
going from x to y. Let x′ and y′ be the first and last vertex of P
not in Z, respectively, and let P′ be the subpath of P from x′ to y′.
(Note that P cannot be fully contained in Z, as it contains at least
one vertex of W .) By the way I/Z is defined, (x′,y′) is a pair in I/Z,
hence S′ separates x′ and y′ in G′ = torso(G,C). Using Prop. 4.3
with C = V (G) \Z, we get that S′ separates x′ and y′ in G, which
is in contradiction with the existence of the path P. A similar argu-
ment shows that there is no path in G\S′ that connects two vertices
of W .

For the second statement, suppose that S is a solution of I with
S∩Z = /0. Let us show that S is a solution of I/Z as well. Suppose
that S does not separate x′ and y′ in G′ for some pair (x′,y′) of I/Z.
Using Prop. 4.3 with C =V (G)\Z, we get that S′ does not separate
x′ and y′ in G, i.e., there is a x′ − y′ path P in G \ S. By the way
the pairs in I/Z were defined, there is a pair (x,y) of I and there
is an x− x′ path P1 such that x′ is the only vertex of P1 not in Z,
and there is a y− y′ path P2 such that y′ is the only vertex of P2
not in Z. Clearly, these paths are disjoint form S. Therefore, the
concatenation of P1, P, P2 is an x− y path in G \ S, contradicting
that S is a solution of I.

To see that S is nonisolating in G′, consider a vertex v of G′ \S.
As v �∈ Z is not in the isolated part of the solution S of I, there is a
path P in G\S going from v to a vertex w ∈W . Again by Prop. 4.3,
this means that there is a v−w path in G′ \S as well, which means
that v is not in the isolated part of the solution S of I′.
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Figure 2: A solution S where the isolated part X consists of 9
important components (the components of G\X and the set W
are not shown in the figure). The isolated part is the disjoint
union of 5 important clusters: C1 ∪C2, C3 ∪C4, C5, C6 ∪C7 ∪C8,
and C9.

4.2 Important components and clusters
In light of Lemma 4.4, what we need to do is to guess a set Z

that covers the isolated part of a solution. Lemma 4.7 below allows
us to restrict our attention to very special sets Z whose boundary is
formed from important separators.

DEFINITION 4.5. A set C ⊆V (G) is an important component if
G[C] is connected and NG(C) is an important C−W separator of
size at most p. For every S ⊆V (G)\W, the important cluster LS is
the (disjoint) union of every important component with N(C) = S.

Observe that every important component is contained in exactly
one important cluster, i.e, the important clusters form a partition
of the important components. Every important C−W separator is
an important v−W separator for every v ∈ C (Prop. 2.5(3)). Thus
Lemma 2.6 gives a bound on the number of important components
that can contain a vertex v.

PROPOSITION 4.6. Every vertex v ∈ V (G) \W is contained in
at most 4p important components and important clusters. Further-
more, all the important components and clusters can be enumer-
ated in time O∗(4p).

Note that the total number of important components and clusters
cannot be bounded by a function of p: for example, it may happen
that almost every vertex of V (G) \W forms an important compo-
nent of size 1.

In the following lemma, we show that there is a solution where
every component of the isolated part is an important component.
We cannot bound the number of these important components by a
function of p, but they can be partitioned into at most 2p isolated
clusters (see Figure 2). This is the reason why we are selecting
important clusters instead of important components in Section 4.3.

LEMMA 4.7. If instance I = (G,W,T, p) of BIPEDAL MULTI-
CUT COMPRESSION∗ has a solution, then it has an inclusionwise
minimal solution where the isolated part is the disjoint union of at
most 2p important clusters.

PROOF. Let S be a solution of I with isolated part R. Recall
that γ(R) is defined as |N(R)|. Let us choose S such that γ(R) is
minimum possible, and among such solutions, |R| (or equivalently,
|R|+γ(R)) is maximum possible. Let C1, . . . , Cs be the components

of G[R]. We show that every Ci is an important component. If this is
true, then these components can be classified into at most 2|S| ≤ 2p

disjoint groups according to the neighborhood N(Ci) ⊆ S. There-
fore, each group can be covered by an important cluster. Observe
that if C and C′ are two important components with N(C) = N(C′)
and C is in the isolated part, then C′ has to be in the isolated part as
well (in particular, the minimality of S implies that C′ cannot con-
tain a vertex of S). Therefore, the union of the at most 2p important
clusters covering the groups is exactly the isolated part, and we are
done.

Suppose that some Ci is not important: in this case, there is an
important component C′

i ⊃ Ci such that γ(C′
i) ≤ γ(Ci). Let S′ :=

(S \N(Ci))∪N(C′
i); it is clear that |S′| ≤ |S|. We claim that S′ is

also a solution of instance I. For this purpose, we first show that
every path P connecting a vertex v ∈ R∪ S with a vertex of W has
to go through S′. Indeed, path P has to go through a vertex of S by
the definition of R. Thus P can be disjoint from S′ and go through
S only if it contains a vertex from N(Ci) \N(C′

i) ⊆ C′
i . However,

N(C′
i) ⊆ S′ separates every vertex of C′

i from W , contradicting the
assumption that P is disjoint from S′.

To show that S′ is a solution of I′, suppose that some x,y ∈ W
or some pair (x,y) is not separated by S′; let P be a x− y path in
G \ S′. Path P has to go through S and a vertex of W , thus by the
previous claim, P goes through S′. This means that S′ is a solution
of I with |S′| ≤ |S| and therefore by the minimality of the solution
S, we have |S′| = |S|. Note that N(Ci) �= N(C′

i), hence |S′| = |S| is
only possible if S �= S′.

Let R′ be the isolated part in solution S′. Again by the previous
claim, every vertex of R∪ S is either in S′ or separated from W in
G\S′, thus R∪S ⊆ R′ ∪S′. Suppose first that R∪S = R′ ∪S′. The
set S contains exactly those vertices of R∪ S that have a neighbor
outside R∪ S (by the minimalty of S). The set S′ has to contain
every such vertex (to separate R′ and W ), thus S ⊆ S′. Howerver,
we have seen that |S|= |S′| and S �= S′, a contradiction. Therefore,
R∪ S ⊂ R′ ∪ S′, and |S′| = |S| implies |R′| > |R|. This contradicts
the maximality of S with respect to the size of the isolated part.

Important separators that induce cliques are nested, hence we can
get a bound of p instead of 4p for the number of such separators.
Lemma 4.10 uses this result to improve the probabilities in the ran-
domized selection.

LEMMA 4.8. Every vertex v ∈V (G)\W is contained in at most
p important clusters X where N(X) is a clique.

PROOF. Assume the opposite. We first show that if X1 and
X2 are important components containing v such that N(X1) and
N(X2) are cliques, then either X1 ⊆ X2 or X2 ⊆ X1. If X1 \X2 �= /0
and X1 is connected, then there is a vertex x1 ∈ X1 ∩N(X2). As
N(X2) is a clique, every vertex of N(X2) is adjacent with x1, im-
plying that N(X2) ⊆ X1 ∪N(X1). If X2 \X1 �= /0, then a symmet-
rical argument shows that N(X1) ⊆ X2 ∪ N(X2). We claim that
N(X1∪X2)⊆ N(X1)∩N(X2) and hence γ(X1∪X2)≤ γ(X1),γ(X2);
as X1 ∪X2 ⊃ X1,X2, this would contradict the assumption that X1
and X2 are important components. Consider a vertex u ∈ N(X1 ∪
X2), which must have a neighbor w ∈ X1 ∪X2. If w ∈ X1 ∩X2, then
u ∈ N(X1)∩N(X2) and we are done. Suppose without loss of gen-
erality that w ∈ X1 \X2. Then u ∈ N(X1)⊆ X2 ∪N(X2), but u �∈ X2
by definition, hence u has to be in N(X2) as well.

We have shown that the important components containing v whose
boundaries are cliques form a chain. This means that there are at
most p of them, as the boundary sizes must be different. Using that
every important component is contained in exactly one important
cluster, we get the bound on the number of important clusters.
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4.3 Randomized selection of sets
By Lemmas 4.4 and 4.7, we need to construct a set Z that is the

union of at most 2p important clusters. As the number of important
clusters cannot be bounded by a function of p, we cannot try all
possibilities. Instead of complete enumeration, we randomly select
important clusters (possibly much more than 2p) and let Z be their
union. What we need is that Z is sufficiently large to cover the at
most 2p important clusters of the isolated part given by Lemma 4.7,
but Z is sufficiently small to be disjoint from S. We want to set the
probabilities such that the probability of this event can be bounded
from below by a function of p. First we present a simpler version of
the proof, where the probability of success is double exponentially
small in p (Lemma 4.9). This simpler proof highlights the main
idea of the randomized reduction. In Lemma 4.10, we improve the
probability to 2−O(p3).

LEMMA 4.9. There is a randomized algorithm that, given an
instance I =(G,W,T, p) of BIPEDAL MULTICUT COMPRESSION∗,
in time O∗(4p) constructs a set Z ⊆ V (G) \W such that if I has a
solution, then I/Z has a nonisolating solution with probability at

least 2−2O(p)
.

PROOF. By Lemma 4.7, there is a solution such that the isolated
part is the disjoint union of at most 2p important clusters. Let us fix
such a hypothetical solution S, and suppose that the isolated part is
the disjoint union of important clusters L1, . . . , Ls. Let X be the set
of all important clusters in G. Let X ′ be a subset of X where every
X ∈ X appears with probability 4−p independently at random. Let
Z be the union of the sets in X ′. If the events

(E1) Z ∩S = /0, and

(E2) L j ⊆ Z for every 1 ≤ j ≤ s

hold, then by Lemma 4.4, I/Z has a nonisolating solution, and we
are done.

Let us estimate the probability that both (E1) and (E2) hold. Let
A= {L1, . . . ,Ls} and let B= {X ∈X | X ∩S �= /0}; we have |A| ≤ 2p

and |B| ≤ p ·4p (by Lemma 4.8, every vertex of S is contained in at
most 4p important clusters). If no member of B is selected, then no
set of X ′ contains a vertex of S, and hence Z∩S = /0. If every mem-
ber of A is selected, then every L j is a subset of Z. Therefore, the
probability that (E1) and (E2) hold can be bounded from below by
the probability of the event that every member of A is selected and
no member of B is selected. As A and B are disjoint, this probability
is at least

(4−p)2p · (1−4−p)p·4p ≥ 4−p·2p · e−2p = 2−2O(p)

(in the inequality, we use that 1+ x ≥ exp(x/(1+ x)) for every x >
−1 and 1−4−p ≥ 1/2).

In order to optimize the success probability, we do the random-
ized selection of important components in two phases: first we se-
lect some important components and add new edges to the graph
and in the second phase we restrict our attention to important clus-
ters whose boundaries are cliques.

LEMMA 4.10. There is a randomized algorithm that, given an
instance I =(G,W,T, p) of BIPEDAL MULTICUT COMPRESSION∗,
in time O∗(4p) constructs a set Z ⊆ V (G) \W such that if I has a
solution, then I/Z has a nonisolating solution with probability at

least 2−O(p3).

PROOF. The randomized algorithm consists of two phases. By
Lemma 4.7, there is a solution S such that the isolated part is the

disjoint union of at most 2p important clusters; let us fix such a
hypothetical solution S and let R be the isolated part.

Let us consider those pairs x,y ∈ S for which there is an x− y
path with internal vertices in the isolated part R. For every such
pair x,y ∈ S, select a component C of G[R] with x,y ∈ NG(C); let

C1, . . . , Cq with q ≤ (|S|
2

) ≤ (p
2

)
be the selected components. Note

that every Cj is an important component.
Phase 1. Let C be the set of all important components; Prop. 4.6

states that these sets can be enumerated. In the first phase, we select
a subset C′ ⊆ C by putting every C ∈ C into C′ with probability
p1 = 4−p independently at random. Then for every component
C ∈ C′, we make NG(C) a clique; let G′ be the graph obtained this
way. Let us estimate the probability that the events

(E1) every C ∈ C′ is disjoint from S,

(E2) G[R] and G′[R] have the same connected components (as ver-
tex sets), and

(E3) G′[NG′(Ci)] is a clique for every 1 ≤ i ≤ q

hold. Let A1 = {C1, . . . ,Cq} and let B1 = {C ∈ C | S ∩C �= /0}.
Clearly, |A1| ≤ p2 and |B1| ≤ |S| · 4p ≤ p · 4p (by Prop. 4.6, ev-
ery vertex of S can be contained in at most 4p members of C). If
no set of B1 is selected, then (E1) holds. If (E1) holds, then we
have NG(K) = NG′(K) for every component K of G[R]. Indeed, the
boundary of K can change only if some x ∈ K and y �∈ K ∪NG[K]
both appear in NG(C) for some C ∈ C′, but such a connected C
would have to contain a vertex of NG(K) ⊆ S as well, contradict-
ing (E1). Therefore, if (E1) holds, then (E2) holds as well and in
particular NG′(Ci) = NG(Ci) for every i. Therefore, assuming that
(E1) holds and every member of A1 is in C′, NG(Ci) = NG′(Ci)
becomes a clique in G′ for every 1 ≤ i ≤ s. Thus the probability
that (E1–E3) hold can be bounded from below by the probability
of the event that every set in A1 is selected and no set from B1 is
selected. As the sets A1 and B1 are disjoint, this probability is at
least (1−4−p)p·4p · (4−p)p2 ≥ e−2p ·4−p3

.
In the following, we assume that (E1–E3) hold. By assumption,

the isolated part of S is the disjoint union of important clusters L1,
. . . , Ls of G with s ≤ 2p. We claim that every L j is an important
cluster of G′. Consider a component K of G[L j]. By (E2), K is a
component of G′[R]. Furthermore, K is an important component of
G′: by Prop. 2.5(4), NG(K) = NG′(K) remains an important K −
W separator in G′. Thus every component of L j is an important
component of G′, which means that G′ has an important cluster
L′

j ⊇ L j. This cluster L′
j is fully contained in the isolated part R:

NG(L′
j)⊆ S and the minimality of S implies that L′

j cannot contain
a vertex of S. By (E2), G[R] and G′[R′] have the same components,
thus L′

j ⊆ R contains the same components as L j .
Phase 2. Let X be the set of all important clusters X in G′ for

which G′[NG′(X)] is a clique. We have seen that (E1–E3) implies
that X contains every L j. Let X ′ be a subset of X where every X ∈
X appears with probability p2 = 1−2−p independently at random.
Let Z be the union of the sets in X ′. If the events

(E4) Z ∩S = /0, and

(E5) L j ⊆ Z for every 1 ≤ j ≤ s

hold, then by Lemma 4.4, I/Z has a nonisolating solution, and we
are done.

Let us estimate the probability that both (E4) and (E5) hold. Let
A2 = {L1, . . . ,Ls} and let B2 = {X ∈X |X∩S �= /0}; we have |A2| ≤
2p and |B2| ≤ p2 (by Lemma 4.8, every vertex of S is contained in
at most p important clusters whose boundary is a clique). If no
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member of B2 is selected, then no set of X ′ contains a vertex of S,
and hence Z ∩S = /0. If every member of A2 is selected, then every
L j is a subset of Z. Therefore, the probability that (E4) and (E5)
hold can be bounded from below by the probability of the event that
every member of A2 is selected and no member of B2 is selected,
which is at least (2−p)p2 · (1−2−p)2p ≥ 2−p3 · e−2.

Taking into account the probability of success in both phases, we
get that I/Z has a nonisolating solution with probability 2−O(p3).
As the number of important components is at most 4p|V (G)|, the
running time is O∗(4p).

4.4 Derandomization
By running 2O(p3) times the algorithm of Lemma 4.10, we get a

collection of instances that satisfy the requirements of Lemma 4.1
with arbitrary large constant probability. We can derandomize the
algorithm of Lemma 4.10 using the standard technique of splitters.
Recall that an (n,r,r2)-splitter is a family of functions from [n] to
[r2] such that for any subset X ⊆ [n] with |X |= r, one of the func-
tions in the family is injective on X . Naor, Schulman, and Srini-
vasan [30] gave an explicit construction of an (n,r,r2)-splitter of
size O(r6 logr logn).

Observe that in the first phase of the algorithm of Lemma 4.10, a
random subset of a universe C of size n1 = |C| ≤ 4p ·n is selected.
There is a collection A1 ⊆ C of a1 ≤ p2 sets and a collection B1 ⊆ C
of b1 ≤ p ·4p sets such that if every set in A1 is selected and no set
in B1 is selected, then (E1–E3) hold. Instead of the selecting a
random subset, we try every function f in an (n1,a1 + b1,(a1 +
b1)

2)-splitter family and every subset F ⊆ [(a1 + b1)
2] of size a1

(there are
((a1+b1)

2

a1

)
= 2O(p3)) such sets F). For a particular choice

of f and F , we select those sets C ∈ C for which f (C) ∈ F . By the
definition of the splitter, there will be a function f that is injective
on A1 ∪B1, and there is a subset F such that f (C) ∈ F for every A1
and f (C) �∈ F for every B1. For such an f and F , the selection will
ensure that (E1–E3) hold.

In the second phase, we select a random subset of universe X of
size n2 ≤ pn, and there is a collection A2 ⊆ X of size a2 ≤ 2p and
a collection B2 ⊆ X of size b2 ≤ p2 such that if every set in A2 is
selected and no set in B2 is selected, then (E4) and (E5) hold. As in
the first phase, we can replace this random choice by enumerating
the functions of an (n2,a2 +b2,(a2 +b2)

2)-splitter and every sub-

set F̄ ⊆ [(a2 + b2)
2] of size b2 (there are

((a2+b2)
2

b2

)
= 2O(p3) such

sets F̄). This time, we select a set X ∈ X if f (X) is not in F̄ and it
is clear that there is an f and F̄ for which (E4) and (E5) hold.

Let us bound the number of branches of the algorithm. In both
phases, the size of the splitter family is 2O(p) · logn and the there are
2O(p3) possible F . (Note that the splitter family can be constructed
in time polynomial in the size of the family.) Thus the algorithm
produces 2O(p3) · logn instances, proving Lemma 4.1.

5. REDUCTION TO THE BIPEDAL CASE
Let (G,T,W, p) be an instance of the MULTICUT COMPRESSION∗

problem. Let us call a component of G\W having at least two legs
a non-trivial component of G w.r.t. W (when the context is clear,
we will just refer to a non-trivial component). As the solution of
MULTICUT COMPRESSION∗ has to be a set S that is disjoint from
W and a multiway cut of W , the number of non-trivial components
is a lower bound on the size of the solution.

We present an algorithm that solves the given instance of the
MULTICUT COMPRESSION∗ problem either by applying the algo-
rithm for the BIPEDAL MULTICUT COMPRESSION∗ problem (in
case every component has at most two legs) or by recursive appli-

cation to a set of instances whose number is bounded by a function
of p and such that in each instance either the parameter is decreased
or the number of non-trivial components is increased.

The main idea for the branching is the following. Let B be a set of
vertices in G\W and let S be a hypothetical solution for MULTICUT

COMPRESSION∗. We try to guess what happens to each vertex of
B in the solution S. It is possible that a vertex v ∈ B is in S; in this
case, we delete v from the instance and reduce the parameter. If
v is separated away from W , we argue that it can be assumed that
the set separating v from W is an important separator. We guess
this important separator, remove it from the graph, and decrease the
parameter appropriately. Finally, if v is not in S and is not separated
away from W , then it is in the same component as precisely one
w ∈W (as S is a multiway cut of W ). In this case, identifying v and
w does not change the solution.

The following lemma formalizes these observations. Given a set
B of vertices in G \W and a function f : B → W , we denote by
G f the graph obtained by replacing each set {w}∪ f−1(w) with a
single vertex (with removal of loops and multiple occurrences of
edges). To simplify the presentation, we will assume that this new
vertex is also named w. We denote by T f the set of terminal pairs
where each vertex v∈B is replaced by f (v), and we denote by T\B
the set where every pair involving a vertex in B is removed.

LEMMA 5.1. Let K be a non-trivial component of G \W with
set of legs Ŵ and let B ⊆ K. Then (G,T,W, p) has a solution if and
only if one of the following statements is true.

• There is a v ∈ B such that the instance (G\ v,T\ v,W, p−1)
has a solution.

• There is a v ∈ B and an important v − Ŵ separator S′ of
size at most p in G[K ∪Ŵ ] such that the instance (G\S′,T\
S′,W, p−|S′|) has a solution.

• There is a function f : B→Ŵ such that instance (G f ,T f ,W, p)
has a solution.

Lemma 5.1 determines a set of recursive calls to be applied in
order to solve the given instance (G,T,W, p) of the MULTICUT

COMPRESSION∗ problem. It is clear that in each step, the number
of direction we branch into is bounded by a function of p, |B|, and
|W | (recall that the number of v−Ŵ important separators of size at
most p is at most 4p and the number of functions f : B → Ŵ can
be bounded by |Ŵ ||B|). However, in order to ensure that the size of
the search tree is bounded, we need to ensure that the height of the
search tree is bounded as well. This is obvious for the first two type
of branches, as p decreases. The following property ensures that
in every branch of the third type, either the number of nontrivial
components increases or we get an instance that trivially has no
solution.

DEFINITION 5.2. Let K be a non-trivial component and let Ŵ ⊆
W be its set of legs. Let B be a subset of K. We say that B is
a shattering set if for any function f : B → Ŵ one of the follow-
ing statements is true regarding the instance (G f ,T f ,W, p) of the
MULTICUT COMPRESSION∗.

• There is a w ∈ Ŵ such that there is no w− (Ŵ \ {w}) sepa-
rator of size at most p in in G f [K ∪Ŵ ].

• The number of non-trivial components is strictly greater in
G f \W than in G\W.
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Note that the first possibility includes the case when G f [Ŵ ] is not
an independent set. In Section 5.1, we present a polynomial-time
algorithm for finding a shattering set. Together with Lemma 5.1, it
is sufficient to prove the fixed-parameter tractability of the MULTI-
CUT COMPRESSION∗ problem, i.e. to prove Lemma 2.2.

LEMMA 5.3. Given an instance (G,T,W, p) of the MULTICUT

COMPRESSION∗ problem and a component K of G \W with more
than two legs, we can find a shattering set B ⊆ K of size at most 3p
in polynomial time.

5.1 Finding a shattering set
We start with two simple lemmas.

LEMMA 5.4. Let K be a non-trivial component with a set Ŵ
of at least 3 legs. If G[M1] and G[M2] are both connected for two
disjoint sets M1,M2 ⊆ K, then at most one of M1 and M2 can be a
multiway cut of (G[K ∪Ŵ ],Ŵ ).

PROOF. Assume the opposite. Since no two vertices of Ŵ be-
long to the same component of G[K∪Ŵ ]\M1 and |Ŵ | ≥ 3, we can
specify two vertices w′ and w′′ of Ŵ whose respective components
C′ and C′′ in G[K∪Ŵ ]\M1 are disjoint from the connected set M2.
Then there is a w′ −w′′ path in G[K∪Ŵ ] that uses vertices from C′,
then vertices from (the connected set) M1, then vertices from C′′.
This path is disjoint from M2, contradicting the assumption that M2
is a multiway cut.

LEMMA 5.5. Let K be a non-trivial component with a set Ŵ of
at least 3 legs. Let B ⊆ K be a non-shattering set. Then there is
exactly one connected component of G[K \B] which is a multiway
cut of (G[K ∪Ŵ ],Ŵ ).

PROOF. Let f : B → Ŵ be the mapping witnessing that B is not
a shattering set. Let K′ ⊆ K \B be the unique non-trivial compo-
nent of G f \W which is a subset of K. It is easy to see that K′
a component of G[K \B] as well. Furthermore, K′ is a multiway
cut of (G[K ∪Ŵ ],Ŵ ). Otherwise, a path between vertices of Ŵ in
G[K∪Ŵ ]\K′ would correspond to a walk of G f between the same
vertices which belong to a non-trivial component that is a subset
of K but different from K′, in contradiction to the definition of f .
Finally, Lemma 5.4 implies that K′ is the unique connected com-
ponent of G[K \B] being a multiway cut of G[K ∪Ŵ ].

Let K be a non-trivial component with a set of legs Ŵ . Let M ⊆K
be a multiway cut of (G[K ∪Ŵ ],Ŵ ). We call N(M) (i.e the open
neighborhood of M) the boundary of M. For each w∈ Ŵ , the image
I(w) of w is the set of vertices of N(M) reachable from w in G[K ∪
Ŵ ] \M (the image may include vertex w itself). Note that I(w) is
nonempty for any w ∈ Ŵ : consider the first vertex of N(M) on a
path from w to some other leg in Ŵ . For X ⊆ Ŵ , we let I(X) =⋃

w∈X I(w). Let us select a distinguished leg w∗ ∈ Ŵ . We say that
M is good if all of the following conditions are true.

• G[M] is connected.

• N(M) = I(Ŵ ) or, in other words, each vertex of N(M) is
reachable in G[K ∪Ŵ ]\M from some vertex of Ŵ .

• |I(w∗)| ≤ p and |I(Ŵ \{w∗})| ≤ p holds (and hence we have
|N(M)| ≤ 2p).

LEMMA 5.6. Let K be a non-trivial component with a set Ŵ
of at least 3 legs and a distinguished leg w∗. Let M be a good
multiway cut of (G[K ∪Ŵ ],Ŵ ). Then there is a polynomial-time
algorithm that either returns a shattering set of size at most 3p or
a good multiway cut M′ ⊂ M.

PROOF. The desired algorithm first computes a smallest I(w∗)−
I(Ŵ \{w∗}) separator S of G[N(M)∪M] (recall that the images are
nonempty). Observe that S is an inclusionwise minimal w∗ −Ŵ \
{w∗} separator in G[K ∪Ŵ ] (and hence nonempty). We consider
three cases:

1. If |S|> p, then the algorithm returns B := N(M)\Ŵ report-
ing it as a shattering set.

2. If |S| ≤ p and there is a unique connected component M′ of
G[K \(N(M)∪S)] which is a multiway cut of (G[K∪Ŵ ],Ŵ ),
then the algorithm returns M′ reporting it as a good multiway
cut.

3. If |S| ≤ p and there is no such M′, then the algorithm returns
B := (N(M)∪S)\Ŵ reporting it as a shattering set.

This algorithm clearly takes polynomial time. The remaining proof
establishes correctness of the algorithm in each of these three cases.

Case 1. Suppose that B := N(M)\Ŵ is not a shattering set and
let f : B → Ŵ be a function witnessing this. It is not hard to see that
M is a connected component in G f \W whose set of legs is a subset
of Ŵ . We consider three subcases and arrive to a contradiction in
each of them.

Case 1a. M is a trivial component of G f \W . Let w be the
only leg of M. Let w1 and w2 be other two distinct legs of K in
G that are different from w. It follows that f maps every vertex of
I(w1)∪ I(w2) to w implying that there is a w−w1 and w−w2 path
in G f whose internal vertices belong to two different components
on w1 and w2 in G[K∪Ŵ ]\M. Thus G f has at least two non-trivial
components that are subsets of K, in contradiction to the choice of
f .

Case 1b. M is a nontrivial component of G f \W and f (v) = w

for every v ∈ I(w) and w ∈ Ŵ (i.e., each vertex on the boundary
is mapped to its preimage). As the smallest I(w∗)− I(Ŵ \ {w∗})
separator in G[N(M)∪M] is larger than p, G[M∪Ŵ ] does not have
a w∗ −Ŵ \ {w∗} separator of size at most p in contradiction to f
being a witnessing function.

Case 1c. M is a nontrivial component of G f \W and f (v) = w2

for some v ∈ I(w1), w1,w2 ∈ Ŵ , w1 �= w2. By definition of I(w1),
there is a v−w path in G whose internal vertices are fully contained
in K \M. Therefore, there is a w1 −w2 path in G f whose internal
vertices are disjoint from M, implying that G f has a nontrivial com-
ponent which is a subset of K, but distinct from the nontrivial com-
ponent M. Thus the number of nontrivial components increases, a
contradiction.

Case 2. We show first that M′ ⊂M in this case. Clearly, M′ �= M,
as M′ is disjoint from (the nonempty) S ⊆ M. Thus M′ �⊂ M is only
possible if M′ is disjoint from M, but Lemma 5.4 implies that the
two disjoint connected sets M and M′ cannot be both multiway cuts.

For clarity, from now on we use IM(w) and IM′(w) for the im-
age of w on the boundary of M and M′, respectively. Observe that
IM(w)∩N(M′) ⊆ IM′(w) for every w ∈ Ŵ : for every v ∈ IM(w)∩
N(M′), there is a w− v path disjoint from M, which is obviously
disjoint from M′ ⊆ M as well. This immediately implies that ei-
ther IM(w∗) or IM(Ŵ \{w∗}) is disjoint from N(M′): otherwise, a
vertex v1 ∈ IM(w∗)∩N(M′) and a vertex v2 ∈ IM(w∗)∩N(M′) can
be connected by a path P whose internal vertices are in M′ (hence
disjoint from S), and path P can be extended to a w∗ −Ŵ \ {w∗}
path disjoint from S, contradicting the definition of S. Therefore,
either N(M′)⊆ IM(w∗)∪S or N(M′)⊆ IM(Ŵ \{w∗})∪S holds.

To show that |IM′(w∗)| and |IM′(Ŵ \ {w∗})| are both at most
p, we argue as follows. Suppose first that N(M′) ⊆ IM(w∗)∪ S.
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We show that IM′(Ŵ \{w∗}) = S∩N(M′) and therefore IM′(w∗) =
IM(w∗)∩N(M′), proving the bound on both |IM′(w∗)| and |IM′(Ŵ \
{w∗})|. Note that this implies furthermore that N(M′) = IM′(Ŵ ),
i.e., every vertex of N(M′) is the image of some leg. From IM(w∗)∩
N(M′)⊆ IM′(w∗) we already know that IM′(Ŵ \{w∗})⊆ S∩N(M′).
To show that S∩N(M′) ⊆ IM′(Ŵ \ {w∗}) holds, consider a vertex
s ∈ S ∩N(M′). By the minimality of S, for some w ∈ Ŵ \ {w∗}
there is a w∗ −w path P in G[K ∪Ŵ ] that intersects S exactly in s.
As M′ is a multiway cut, path P has to go through M′. Furthermore,
we can assume that P contains exactly 2 vertices of N(M′). One of
these two vertices is s, and the other has to be a vertex v ∈ IM(w∗)
(as P contains only one vertex of S). It follows that P has a subpath
P1 connecting Ŵ and v, and a subpath P2 connecting Ŵ and s, both
of them disjoint from M′. As v ∈ IM(w∗), path P1 connects w∗ and
v, thus path P2 connects s and w. Therefore, s is in IM′(Ŵ \{w∗}),
what we had to show.

A symmetrical argument (exchanging the role of w∗ and Ŵ \
{w∗}) shows that if N(M′) ⊆ IM(Ŵ \ {w∗})∪ S, then IM′(w∗) =
S∩N(M′), implying the bounds on |IM′(w∗)| and |IM′(Ŵ \{w∗})|.
Thus in both cases, we proved that M′ ⊂ M is a good multiway cut.

Case 3. Assume now that the algorithm returns B :=(S∪N(M))\
Ŵ as a shattering set. This happens because there is no unique com-
ponent of G[K \ (N(M)∪ S)] which is a multiway cut of (G[K ∪
Ŵ ],Ŵ ). According to Lemma 5.5, N(M)∪S is indeed a shattering
set in this case. Clearly, its size is at most 3p.

Lemma 5.3 follows by iterative application of Lemma 5.6.

PROOF (OF LEMMA 5.3). It is not hard to see that K is a good
multiway cut of (G[K ∪Ŵ ],Ŵ ). Let M0 = K. Apply the algorithm
of Lemma 5.6 to M0. The algorithm either returns a shattering set of
size at most 3p or a good multiway cut M1 ⊂M0. In the former case
just return the shattering set, in the latter case, apply the algorithm
of Lemma 5.6 to M1. Continuing this way, we obtain a sequence
M0 ⊃M1 ⊃ . . . of good multiway cuts of decreasing size. It follows
that after at most |V (G)| iterative applications of the algorithm of
Lemma 5.6, a shattering set of size at most 3p will be returned.

6. REFERENCES
[1] S. Arora, S. Rao, and U. Vazirani. Expander flows, geometric

embeddings and graph partitioning. J. ACM, 56(2):1–37, 2009.
[2] N. Bansal, A. Blum, and S. Chawla. Correlation clustering. Machine

Learning, 56(1-3):89–113, 2004.
[3] H. L. Bodlaender, M. R. Fellows, P. Heggernes, F. Mancini,

C. Papadopoulos, and F. A. Rosamond. Clustering with partial
information. Theor. Comput. Sci., 411(7-9):1202–1211, 2010.

[4] N. Bousquet, J. Daligault, and S. Thomassé. Multicut is FPT.
Manuscript, arXiv:1010.5197, 2010.

[5] N. Bousquet, J. Daligault, S. Thomasse, and A. Yeo. A polynomial
kernel for multicut in trees. In STACS, pages 183–194, 2009.

[6] G. Calinescu, C. G. Fernandes, and B. Reed. Multicuts in unweighted
graphs and digraphs with bounded degree and bounded tree-width.
Journal of Algorithms, 48(2):333 – 359, 2003.

[7] S. Chawla, R. Krauthgamer, R. Kumar, Y. Rabani, and D. Sivakumar.
On the hardness of approximating multicut and sparsest-cut. Comput.
Complexity, 15(2):94–114, 2006.

[8] J. Chen, Y. Liu, and S. Lu. An improved parameterized algorithm for
the minimum node multiway cut problem. Algorithmica, 55(1):1–13,
2009.

[9] J. Chen, Y. Liu, S. Lu, B. O’Sullivan, and I. Razgon. A
fixed-parameter algorithm for the directed feedback vertex set
problem. J. ACM, 55(5), 2008.

[10] J. Chuzhoy and S. Khanna. Polynomial flow-cut gaps and hardness of
directed cut problems. J. ACM, 56(2):1–28, 2009.

[11] E. Dahlhaus, D. S. Johnson, C. H. Papadimitriou, P. D. Seymour, and
M. Yannakakis. The complexity of multiterminal cuts. SIAM J.
Comput., 23(4):864–894, 1994.

[12] E. D. Demaine, D. Emanuel, A. Fiat, and N. Immorlica. Correlation
clustering in general weighted graphs. Theor. Comput. Sci.,
361(2-3):172–187, 2006.

[13] R. G. Downey and M. R. Fellows. Parameterized Complexity.
Springer, New York, 1999.

[14] U. Feige, M. Hajiaghayi, and J. R. Lee. Improved approximation
algorithms for minimum weight vertex separators. SIAM J. Comput.,
38(2):629–657, 2008.

[15] J. Flum and M. Grohe. Parameterized Complexity Theory. Springer,
Berlin, 2006.

[16] L. R. Ford, Jr. and D. R. Fulkerson. Maximal flow through a network.
Canad. J. Math., 8:399–404, 1956.

[17] N. Garg, V. V. Vazirani, and M. Yannakakis. Approximate max-flow
min-(multi)cut theorems and their applications. SIAM J. Comput.,
25(2):235–251, 1996.

[18] G. Gottlob and S. T. Lee. A logical approach to multicut problems.
Inf. Process. Lett., 103(4):136–141, 2007.

[19] S. Guillemot. Fpt algorithms for path-transversal and
cycle-transversal problems. Discrete Optimization, 8(1):61 – 71,
2011. Parameterized Complexity of Discrete Optimization.

[20] J. Guo, F. Hüffner, E. Kenar, R. Niedermeier, and J. Uhlmann.
Complexity and exact algorithms for vertex multicut in interval and
bounded treewidth graphs. European J. Oper. Res., 186(2):542–553,
2008.

[21] J. Guo and R. Niedermeier. Fixed-parameter tractability and data
reduction for multicut in trees. Networks, 46(3):124–135, 2005.

[22] A. Gupta. Improved results for directed multicut. In SODA, pages
454–455, 2003.

[23] F. Hüffner, R. Niedermeier, and S. Wernicke. Techniques for
practical fixed-parameter algorithms. The Computer Journal,
51(1):7–25, 2008.

[24] S. Khot. On the power of unique 2-prover 1-round games. In STOC,
pages 767–775, 2002.

[25] D. Lokshtanov and D. Marx. Clustering with local restrictions, 2010.
[26] D. Marx. Parameterized graph separation problems. In IWPEC,

pages 71–82. 2004.
[27] D. Marx. Parameterized graph separation problems. Theoretical

Computer Science, 351(3):394–406, 2006.
[28] D. Marx and I. Razgon. Constant ratio fixed-parameter

approximation of the edge multicut problem. Inf. Process. Lett.,
109(20):1161–1166, 2009.

[29] D. Marx and I. Razgon. Fixed-parameter tractability of multicut
parameterized by the size of the cutset. CoRR, abs/1010.3633, 2010.

[30] M. Naor, L. J. Schulman, and A. Srinivasan. Splitters and
near-optimal derandomization. In FOCS, pages 182–191, 1995.

[31] R. Niedermeier. Invitation to Fixed-Parameter Algorithms. Oxford
University Press, 2006.

[32] R. Pichler, S. Rümmele, and S. Woltran. Multicut algorithms via tree
decompositions. In CIAC, pages 167–179. 2010.

[33] I. Razgon and B. O’Sullivan. Almost 2-SAT is fixed-parameter
tractable. J. Comput. Syst. Sci., 75(8):435–450, 2009.

[34] B. Reed, K. Smith, and A. Vetta. Finding odd cycle transversals.
Operations Research Letters, 32(4):299–301, 2004.

[35] J. Sherman. Breaking the multicommodity flow barrier for
O(

√
logn)-approximations to sparsest cut. In FOCS, pages 363–372,

2009.
[36] M. Xiao. Algorithms for multiterminal cuts. In CSR, pages 314–325,

2008.
[37] M. Yannakakis, P. C. Kanellakis, S. S. Cosmadakis, and C. H.

Papadimitriou. Cutting and partitioning a graph after a fixed pattern.
In ICALP, pages 712–722, 1983.

478



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 1
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth 8
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth 8
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 2.33333
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /PDFX1a:2003
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice




