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Abstract. The biclique problem asks, given a graph G and a parameter k, whether
G has a complete bipartite subgraph of k vertices in each part (a biclique of order

k). Fixed-parameter tractability of this problem is a longstanding open question

in parameterized complexity that received a lot of attention from the community.

In this paper we consider a restricted version of this problem by introducing an

additional parameter s and assuming that G does not have induced (i.e. chordless)

paths of length s. We prove that under this parameterization the problem becomes

fixed-parameter linear. The main tool in our proof is a Ramsey-type theorem stat-

ing that a graph with a long (not necessarily induced) path contains either a long

induced path or a large biclique.

1 Introduction

Overview of our results. Let us call a complete bipartite graph H = (A, B, F) with
|A| = |B| = k a biclique of order k. Given a graph G and parameter k, the Biclique
problem asks if G has a biclique of order k as a subgraph. Fixed-parameter tractabil-
ity of this problem is a longstanding open question that received significant attention
from the parameterized complexity community and is believed to be W[1]-hard (see
the abstract of [6]).

In this paper we consider a restricted version of this problem by introducing an
additional parameter s and assuming G to be Ps-free, i.e. without induced paths of
length s. We show that under this additional parameterization the biclique problem
becomes fixed-parameter linear. Let us remark that the parameterization by s alone
is not enough for efficient computing of a largest biclique (Proposition 1). Indeed, the
construction used by Johnson [16] to establish the NP-hardness of the Biclique problem
in fact reduces the Clique problem to an instance of the Biclique problem on Ps-free
graphs, that is the Biclique problem is NP-hard on P;-free graphs for s > 8. In this
sense, the use of s as an additional parameter is meaningful.

The key ingredient in our solution is a combinatorial statement (Theorem 1) claim-
ing the existence of a number A(k,s) such that every Ps-free graph with a path of
length at least A(k, s) has a biclique of order k. This result belongs to a large body of
’Ramsey-type’ theorems showing that if the given graph is ’large’ in a certain sense,



then it contains a large subgraph (either induced or not) that belongs to one of the spec-
ified families. In our case, the largeness condition is ’long path’ and the families are
bicliques and induced (i.e. chordless) paths. The proof of this result requires a number
of intermediate stages which are proven by a non-trivial use of classical Ramsey’s the-
orem. In particular, we use a 'non-binary’ form of Ramsey’s theorem with hyperedges
of size 3, although we apply it to simple graphs only.

Related work. The Biclique problem appears under the name of 'Balanced Com-
plete Bipartite Subgraph’ as problem [GT24] in the famous book of Garey and Johnson,
an NP-hardness proof has been further provided by Johnson in [16]. An application of
the problem to the VLSI design is described in detail in [1]. The problem has been con-
sidered in the context of approximation [12] and exact exponential time algorithms [3].
Polynomial time algorithms for a number of restricted classes of the Biclique problem
have been proposed in [1]. To the best of our knowledge, the question regarding fixed-
parameter tractability of Biclique was first asked in [9]. The question has been restated
as an open problem in a number of subsequent publications, see e.g. [6], where the
complexity of a number of parameterized problems is characterised as Biclique-hard.
The induced Biclique problem is known to be W[1]-hard [7, 13].

Graphs without long induced paths, i.e. Ps-free graphs for a constant s, have been
extensively studied in the literature (see e.g. [2, 11, 22]). For small values of s, the struc-
ture of Ps-free graphs is simple. For instance, Ps-free graphs are precisely the graphs
every connected component of which is a clique. Py-free graphs also enjoy many nice
properties. In particular, the clique-width of Py-free graphs is bounded by a constant
and hence many algorithmic problems that are generally NP-hard admit polynomial
time solutions when restricted to P,-free graphs.

In the class of P,-free graphs with s > 5, the situation changes drastically and the
computational complexity changes from polynomial-time solvability to NP-hardness
for many important algorithmic graph problems. For instance, VERTEX COLORING [18]
and MINIMUM DOMINATING SET [17] are NP-hard for Ps-free graphs, and VERTEX
4-COLOURABILITY is NP-hard for Ps-free graphs [5]. For many other problems, the
complexity status on graphs without long induced paths is unknown. For instance, the
complexity status is unknown for MAXIMUM INDEPENDENT SET in Ps-free graphs
with s > 5 and for VERTEX 3-COLOURABILITY in Ps-free graphs with s > 7 (for
some partial results related to these problems we refer the reader to [15, 20, 21, 24, 25]).

Structure of the paper. Section 2 presents the algorithm for computing a biclique,
Section 3 proves the main combinatorial result, Section 4 discusses directions of further
research. All graphs in this paper are undirected, without loops and multiple edges.

2 Computing a small biclique in a graph without long induced
paths

A biclique of order k is a bipartite graph (A, B, E') with |[A| = |B| = kandeveryu € A
being adjacent to every v € B. A notorious problem in Parameterized Complexity asks,
given a parameter k, if the given graph has a biclique of order k. The fixed-parameter
tractability of this problem is wide open despite efforts of many researchers. In this



paper we consider the following restricted version of this problem (the abbreviation
NLIP in the name of this problem stands for ’No Long Induced Paths’).

NLIP-BICLIQUE

Input: A graph G

Parameters: k, s

Assumption: G is Ps-free

Output: A biclique of G of size at least k& or "NO’ if there is no such biclique.

The following proposition, essentially proven in [16] shows that the choice of pa-
rameters is meaningful in the sense that s alone is not enough to compute a maximum
biclique efficiently.

Proposition 1. Computing maximum biclique in a Ps-free graph is NP-hard for s > 8

Proof. This is implicitly proven in [16] because an instance of the Clique problem is
reduced to an instance of the Biclique problem on a Pg-free graph. Indeed, by con-
struction, given a graph G, a bipartite graph H is constructed in which the first part A
corresponds to the edges of G and the second part B corresponds to a superset of its
vertices and each vertex of A is adjacent to all vertices of B but those corresponding to
the endpoints of the respective edge. It is not hard to see that H is Ps-free. Indeed, let
P be a path of length 8. It has one terminal vertex u in A, and 4 vertices vy, ..., v Of
B included in it. Three vertices out of vy, ..., v4 are non-adjacent to u in P but only
two of them may be the endpoints of the respective edge. It follows that u is necessarily
adjacent in H to the remaining one, thus producing a chord in P. a

In this paper we prove that the NLIP-BICLIQUE problem is FPT. The central state-
ment towards establishing this is the following.

Theorem 1. For any natural numbers s and k there is a natural number P(s, k) such
that any graph with a path of length P(s, k) has either an induced path of length s or a
biclique of size k.

We prove Theorem 1 in Section 3. Now we use this theorem to establish a corollary
that the same long induced path/large biclique statement follows from a large treewidth
as well.

Corollary 1. For any natural numbers s and k there is a natural number T (s, k) such
that any graph of treewidth at least T'(s, k) either has an induced path of length s or a
biclique of order k.

Proof. Tt is well known (see Theorem 9 of [14]) that for each natural r there is Y (r)
such that if the treewidth of the given graph is at least Y (), the graph has a path of size
at least r. Take T'(s, k) = Y(P(s, k)) and apply Theorem 1. O

Theorem 2. For fixed parameters s and k, the NLIP-BICLIQUE problem can be solved
in a linear time.



Proof. Let G be the input graph with n vertices. Using the linear time algorithm of
Bodlaender [4], test the existence of a path of length P(s, k) and find it, in case it
exists.

Assume that such a path P has been found. In this case, the subgraph of G induced
by the vertices of P has a biclique of size k as follows from Theorem 1. Since the size
of this subgraph depends only on the parameters, the way this biclique is computed
does not affect the desired runtime so, we can use the brute force.

If G does not have a path of length P(s,q) then according to Corollary 1, the
treewidth is at most T'(s, ¢), therefore, the biclique problem can be solved by stan-
dard techniques for graphs of bounded treewidth, say Courcelle’s theorem [8]. a

3 Proof of Theorem 1

In order to prove Theorem 1, we modify it in the following way.

Theorem 3. For every t, q, and s, there is a number z = Z(s,t,q) such that every
graph with a path of length at least z contains either K, or K, 4 or Py as an induced
subgraph.

It is not hard to show that Theorem 1 and Theorem 3 are equivalent. Indeed, as-
sume that Theorem 3 holds. Set P(s,q) = Z(s,2q,q). It follows from Theorem 3
that a Ps-free graph with P(s,q) vertices will have either a clique of size 2¢ or an
induced biclique of order g. Clearly, in both cases the graph has a biclique of or-
der g. Conversely, assume that Theorem 1 holds. Then we can just set Z(s,t,q) =
P(s, R(2,2,max(t,q))), where R is the Ramsey number defined below. Thus, the
equivalence between Theorem 1 and Theorem 3 has been established.

The proof of Theorem 3 consists of four stages outlined in the following four sec-
tions. On the first stage we define a class of graphs called connecting structures. We
essentially prove that Theorem 1 holds for connecting structures, that is a sufficiently
large connecting structure has either a large induced path or a large biclique. On the
second stage we consider a class of graphs having a large grid structure without an in-
dependent transversal and we show that this is a sufficient condition for having a large
biclique. On the third stage we define a class of graphs called a bouguet and we prove
that a sufficiently large (Ps, K )-free graph necessarily has a large bouquet. On the final
stage, we get the things together. We assume that our graph is (Ps, K;)-free, using the
third stage this immediately leads us to the conclusion that a large bouquet exists. We
then show that, appropriately contracting vertices of this bouquet, we can get a large
connecting structure as a subgraph. On the resulting connecting structure we consider
the possibilities of a long induced path and a large biclique. Based on the assumption
that the original graph is P,-free, in both cases we infer the existence of a large grid
structure without independent transversal, which in turn implies the existence of a large
biclique.

Before we start the proof itself, we introduce the main tool we use in the proof,
namely the fundamental result known as Ramsey’s theorem, and provide a few its corol-
laries.



Theorem 4. For any k, r and m, there is a number R = R(k,r, m) such that in every
coloring of k-subsets of an R-set with r colors there is a monochromatic m-set, i.e. a
set of m elements all of whose k-subsets have the same color.

For k£ = 1, this theorem is known as the Pigeonhole Principle. For £ = r = 2, the
number R(2,2,m) is frequently referred to as the (symmetric) Ramsey number, i.e.
the minimum number such that every graph with at least R(2,2,m) vertices has either
a clique of size m or an independent set of size m. In case of connected graphs, the
Ramsey number admits the following generalization (see e.g. Proposition 9.4.1 in [10]).

Lemma 1. For any t,q and s, there is a number ((t,q, s) such that every connected
graph with at least ((t, q, s) vertices contains either K, or K1 4 or Py as an induced
subgraph.

The Ramsey number also has a bipartite analog, which can be easily derived with the
Pigeonhole Principle and which states that for any ¢, there is a number BR(q) such that
every bipartite graph G = (V1, Vs, E) with |V1| > BR(q) and |V2| > BR(q) has either
a biclique K 4 or its bipartite complement. With a simple induction, this statement can
be extended to multipartite graphs as follows.

Lemma 2. For any k and q, there is a number M R(k, q) such that in every k-partite
graph G = (Vi, Vo, ..., Vi, E) with |V;| > MR(k,q) (i = 1,...,k) there is a collec-
tion of subsets U; C V; of size |U;| = q (i = 1,...,k) such that every pair of subsets
induces either a biclique K 4 or its bipartite complement.

3.1 Connecting structures

Definition 1. A bipartite graph G = (A, B, E) is called a connecting structure w.r.t.
A if there is an injective function f from the set {{u,v}|u,v € A} of all the unordered
pairs of A to B such that f({u,v}) is adjacent to both v and v.

Put it differently, we call G a connecting structure w.r.t. A if for each pair {u,v} C
A we can find a vertex of B adjacent to both u and v so that different pairs are associ-
ated with different vertices.

We refer to | A| as the order of the connecting structure G.

Lemma 3. For every natural numbers s and q, there is a number L(s,q) such that
every connecting structure of order at least L(s, q) contains either a biclique of order
q or an induced path of size s.

Proof. Let M := max([s/2] + 1,2q) and L(s,q) := R(3,3, M) (R is the Ramsey
number). Consider a connecting structure G = (A, B, E) w.rt. A = {a1,4a9,...,q;}
where [ := L(s,q). We color each triple a;,a;j,ar (¢ < j < k) in one of the three
colors (breaking any ties between colors 1 and 2 arbitrarily):

— color 1 if a; is adjacent to f({a;, ax}),
— color 2 if ay, is adjacent to f({a;,a;}),
— color 3 if neither a; is adjacent to f({a;, ar}) nor ay, is adjacent to f({a;,a;}).



Then A has a subset A" = {a;,,...,a;,, } of M > 2q vertices all of whose triples have
the same color. Assume that this color is 1. Then every vertex of A; = {a;,,...,a;,} is
adjacent to every vertex of By = { f({u,v})|u,v € {a;,,...,ai,, }}. The adjacency of
u € Aj tow € B follows either from the condition of color 1 or, in case u = a;, and
w = f({as,,v}) forv € {a;,,...,as,}}, from definition of a connecting structure.
Furthermore, observe that |A;| = g and | B;| = (q;rl) > g forall ¢ > 1. It follows that
the subgraph of GG induced by A; and B; contains a biclique of order q.

Assume that all tripes in A’ are of color 2. In this case we set Ay = {a;, ..., iy, }
and By = {f({u,v})|u,v € {as,...,a;,,}} and then apply regarding A, and B;
the same reasoning as in the previous paragraph regarding A; and Bj.

Assume now that the color of all tripes in A’ is 3. Consider the path

iy s f({ah ) aiz})v Qigy - v vy Qipg_q5 f({aiM—l’ailtl})’ Qi pg

By definition of M, the length of this path is at least s. Furthermore, observe that this
path is induced. Indeed, the only possible chord is between some a;, and f({a;,, a;,., })
such that x # y and  # y + 1. Then either z < y or > y + 1. In both cases such a
chord is impossible according to the condition of color 3. a

3.2 Grid structures with large bicliques

In a graph, a (k,t) grid structure is a family of k X ¢ vertex sets Vigo»t = 1,...,k,
j=1,...,t. Wecall V; ; the set in the i-th row and j-th column. A transversal in a grid
structure is a collection of sets containing exactly one set from each row. A transversal
is independent if no two vertices in different sets are adjacent.

Lemma 4. For each k > 2, s and g, there is a number C(k, s, q) such that any graph,
having a (k,C(k, s,q)) grid structure with sets of size at most s and with no indepen-
dent transversal, has a bicliqgue K ,.

Proof. For k = 2, the statement follows with a double application of the Pigeonhole
Principle. In particular, we define r := R(1,s9%,q), C(2,s,q) := R(1,s",q) and con-
sider an arbitrary collection A of r sets from the first row. Each set in the second row
has a neighbor in each set of the first row, since no transversal is independent. There-
fore, the family of the sets in the second row can be colored with at most s” colors so
that all sets of the same color have a common neighbor in each of the  chosen sets of
collection A. By the choice of C'(2, s, ¢), one of the color classes contains a collection
B of at least ¢ sets. For each set in A, we choose a vertex which is a common neighbor
for all sets in B and denote the set of r chosen vertices by U. The vertices of U can
be colored with at most s? colors so that all vertices of the same color have a common
neighbor in each of the ¢ sets of collection B. By the choice of , U contains a color
class U; of least g vertices. For each set in B, we choose a vertex which is a common
neighbor for all vertices of U; and denote the set of ¢ chosen vertices by Us,. Then Uy
and U, from a biclique K 4.

For k& > 2, we define C'(k, s,q) := M R(k,C(2,s,q)) (see Lemma 2 for the defi-
nition of the number M R). Since the grid structure has no independent transversal, by



Lemma 2 it must contain two rows with C(2, s, q) sets in each so that the two collec-
tions of sets form a (2,C(2, s, q)) grid structure with no independent transversal. By
the first part of the lemma, this structure contains a biclique K 4. a

3.3 Flowers and bouquets

A flower centered at {a,b}, also called an ab-flower, consists of two distinct vertices
a,b and a number of pairwise vertex disjoint induced paths connecting them. Every
path in a flower will be called a petal. In other words, a petal is an induced path, not
including a and b, such that a is adjacent to one terminal vertex of this path and b is
adjacent to the other one (of course these terminal vertices may coincide in case of path
of length 1). A flower with p petals will be called a p-flower. A bouquet centered at a
set of vertices B consists of ab-flowers centered at each pair a, b € B such that no two
flowers share a non-central vertex. A bouquet of p-flowers centered at a set of ¢ vertices
will be called a (p, ¢)-bouquet.

In this section we show that every (P, K;)-free graph with a sufficiently large path
contains a big bouquet with many petals in each flower. As a step toward this goal, we
introduce an auxiliary structure called a multipattern.

A pattern Z = (a, P) in a graph G is an induced subgraph of G consisting of a (not
necessarily chordless) path P and a vertex a outside P such that a is adjacent to the
first and the last vertex of P and possibly to some other vertices of P, and the subpath
of P between any two consecutive neighbors of a on P is induced (i.e. chordless). If a
has at least m neighbors on P, we say that the pattern Z = (a, P) is m-strong.

A multipattern of size r in G is a sequence (7, = (a1, P1),..., Zr = (ar, P)) of
r patterns such that for each ¢ > 1, Z; is a pattern in the subgraph of GG induced by the
vertices of P;_;. A multipattern is m-strong if each of its patterns is m-strong.

Lemma 5. For any natural numbers s,t,m,r, there is a number M P(s,t, m,r) such
that any (P, K)-free graph G with a path of length at least M P(s,t, m,r) has an
m-strong multipattern (Zy, . .., Z,).

Proof. We prove this lemma by induction on 7. For » = 1, we let M P(s,t,m, 1) be
equal £(t,2m, s) (see Lemma 1 for the definition of ¢) and consider a (Ps, K;)-free
graph G with a path P of length M P(s, ¢, m,r). Then, by Lemma 1, the subgraph of
G induced by the vertices of P must have an induced star K 2,,,. We denote by a the
center of the star. At least m neighbors of a must be located either to the left or to
the right of a in the order induced by P. These neighbors together with shortest (i.e.
chordless) paths connecting every two consecutive neighbors and together with vertex
a create an m-strong pattern in GG, which proves the lemma for r = 1.

For r > 1, we inductively define M P(s,t,m,r) := MP(s,t, M,r — 1), where
M = max{m, £(t,2m, s)}. Then an (P, K;)-free graph G with a path P of length at
least M P(s,t,m,r) has an M-strong multipattern (Z1, ..., Z,_1) of size r — 1. Since
M > 4(t,2m, s), the path in the pattern Z,._ is of length at least £(¢, 2m, s). Therefore,
as in the basis case = 1, it contains an m-strong pattern Z,.. This completes the proof
of the lemma. ad



Lemma 6. For any natural numbers s,t,p,b > 2, there is a number B(s,t,p,b) such
that any (Ps, K;)-free graph G with a path of length at least B(s,t,p,b) has a (p,b)-
bouquet centered at an independent set.

Proof. Let B(s,t,p,b) := M P(s,t,s?pb?, R(2,2, max(t,b))) (R is the Ramsey num-
ber and M P is defined in Lemma 5). Then, by Lemma 5, any (Ps, K;)-free graph
G with a path of length at least B(s,t,p,b) contains an s?>pb?-strong multipattern Z
of size R(2,2, max(t,b)). Since G is K;-free, Z contains a sub-multipattern (Z; =
(a1, P1),...,Zy = (ap, P)) such that {aq, ..., ap} is an independent set.

The neighbors of a; partition P; into vertex disjoint chordless paths each of which
has at most s — 1 vertices (since G is P,-free). Let us call these paths intervals. Vertex
as has neighbors in at least p of these intervals (in fact since each pattern is s2pb? strong
and in each interval ay can have at most s neighbors, the number of such neighboring
intervals is at least spr), and each of them can be used to form a petal in the flower
centered at {a;, az}. This proves the lemma for b = 2.

For b > 2, assume by induction that (Z3 = (ag, P»), ..., Zy = (ap, P»)) contains a
(p, b — 1)-bouquet centered at vertices {as, . .., ap}. Vertices {as, . . ., a} are adjacent
to at most sp(b—1)(b—2) vertices of the bouquet, these adjacent vertices intersect (use)
at most sp(b— 1)(b—2) < sp(b— 1)? intervals of P;. Since each interval consists of at
most s vertices, vertex ao can have at most sp(b— 1) neighbors in these intervals, and
since the total number of neighbors of a2 on P; is at least s2pb?, it also has neighbors in
at least p of the unused intervals (at least s?p(b? — (b — 1)) > sp of unused neighbors
with at most s neighbors per interval), and each of them can be used to form a petal in
the flower centered at {a;, as}. For 2 < i < b, we assume by induction that flowers
centered at {ay,as},...,{a1,a;—1} have been added to the bouquet. Collectively, all
flowers in the bouquet use at most sp(b — 1)2 + p(i — 1) < sp(b—1)2 + p(b— 1) <
spb(b — 1) intervals of P;. Since each interval consists of at most s vertices, vertex a;
can have at most s2pb(b — 1) neighbors in these intervals, and since the total number of
neighbors of a; on P is szpr, it also has neighbors in at least p of the unused intervals,
and each of them can be used to form a petal in the flower centered at {a1, a;}. O

3.4 Proof of Theorem 3

We define ¢ := C([s/2],s,q), a :== C(2,s¢,q), b := L(s,a), and z := B(s,t,c,b)
(for the definitions of numbers C, L and B see Lemmas 4, 3 and 6, respectively). Let
G be a graph with a path of length 2. If G contains a clique K or an induced path P,
then we are done. So assume G is (K, P;)-free.

By Lemma 6, G contains a (¢, b)-bouquet centered at an independent set B of size
b. Contract the non-central vertices of each uv-flower (u,v € B) to a single vertex,
called the uv-connecting vertex. Let X be the set of all connecting vertices. Consider
a bipartite graph S with the bipartition B, X where u € B and w € X are adjacent if
and only if in the graph G vertex « has a neighbour in the set of vertices contracted to
w. Clearly S is a connecting structure with f({u,v}) being the uv-connecting vertex.
By Lemma 3, S has either an induced path of length s or a biclique of order a.

Assume first that S contains an induced path P of length s. This path contains at
most [s/2] vertices of X and each of them represents a set of ¢ petals of size at most



s each. Consider an arbitrary transversal containing one petal from each set. If this
transversal is independent (i.e. no two vertices in different petals are adjacent), then by
replacing the vertices of X in P by the respective petals of the transversal, we obtain an
induced path of length at least s in the original graph G, which is impossible. Therefore,
each transversal has at least one edge and hence by Lemma 4 G has a biclique of size
q.

Suppose now that the connecting structure S has a biclique of order a. Each connect-
ing vertex of this biclique represents a set of ¢ petals of size at most s each. Therefore,
this biclique represents a (2, a) grid structure of G with sets of size at most sc and with
no independent transversal. Therefore, by Lemma 4, GG has a biclique of size q.

4 Directions of future research

In this paper, we have shown that computing a biclique of order k in a P,-free graph
is fixed-parameter tractable when parameterized by k£ and s. The main ingredient of
the proposed method is Theorem 1 that establishes connection between the Biclique
problem and a W[1]-hard problem Induced Path. This might give a hope of a possibility
of establishing W[1]-hardness of the Biclique problem by a reduction from the Induced
path problem. However, it is not clear how such a reduction would work in the presence
of a large biclique.

Intuitively, Biclique problem is ’similar’ to the Clique problem (but much more
resistant to the attempts of proving W[1]-hardness). Does this similarity preserve in the
case of P,-free graphs? In particular, what is the complexity of k-Clique problem in
P,-free graphs where k and s as parameters? In fact it would be a strong result even
if this problem shown FPT on k with the power of polynomial depending on s: it will
show, for instance, that the Clique problem is FPT for P5-free graphs, where it is known
to be NP-hard by a reduction from the Independent set problem on graphs with large
girth [23]. Dédniel Marx suggested that an interesting intermediate problem between
Biclique and Clique is the Tripartite Clique, i.e. finding out if the given Ps-free graph
has a complete 3-partite subgraph with £ vertices in each part. Although these problems
are closely related to the result proposed in this paper, it is not clear how Theorem 1 can
help in their resolution: Ps-free graphs of large treewidth cannot be guaranteed to have
a large clique, not even a large tripartite clique, because of the failure of such potential
theorems on bipartite graphs. Therefore, if any of these problems is FPT, new methods
would be required to establish this.

Finally, it is interesting to see how Theorem 1 can be modified and extended. In
particular, assume that the given graph does not have a large biclique. In this case if the
largeness condition is a large average degree then the consequences are very strong: as
shown in [19], the considered graph will have an induced subdivision of any graph. In
this paper, we prove that if the largeness condition is a long path, then the absence of a
large biclique implies ’just’ a long induced path. Can we claim more than that? What if
the ’long path’ condition is replaced by a stronger ’large treewidth’ assumption?
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