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Abstract—Negative Correlation Learning (NCL) has been showing to outperform other ensemble learning approaches in off-line mode. A key point to the success of NCL is that the learning of an ensemble member is influenced by the learning of the others, directly encouraging diversity. However, when applied to on-line learning, NCL presents the problem that part of the diversity has to be built a priori, as the same sequence of training data is sent to all the ensemble members. In this way, the choice of the base models to be used is limited and the use of more adequate neural network models for the problem to be solved may be not possible. This paper proposes a new method to perform on-line learning based on NCL and On-line Bagging. The method directly encourages diversity, as NCL, but sends a different sequence of training data to each one of the base models in an on-line bagging way. So, it allows the use of deterministic base models such as Evolving Fuzzy Neural Networks (EFuNNs), which are specifically designed to perform on-line learning. Experiments show that on-line bagging NCL using EFuNNs have better accuracy than NCL applied to on-line learning using on-line Multi-Layer Perceptrons (MLPs) in 4 out of 5 classification databases. Besides, on-line bagging NCL using EFuNNs manage to attain similar accuracy to NCL using off-line MLPs.

I. INTRODUCTION

On-line learning has been showing to be very useful for a growing number of applications in which training data is available continuously in time and/or there are time and space constraints. Examples of such applications are industrial process control [1], computer security, intelligent user interfaces and market-basket analysis [2], information filtering [3], prediction of conditional branch outcomes in microprocessors [4] and RoboCup [5].

On-line learning algorithms process each training instance once “on arrival” without the need for storage and reprocessing, and maintain a current hypothesis that reflects all the training instances so far [6]. In this way, the learning algorithms take as input a single labelled training instance as well as a hypothesis and output an updated hypothesis [4].

Recently, ensembles of classifiers have been successfully used to improve the accuracy of single classifiers in on-line learning [7], [6], [4]. Negative Correlation Learning (NCL) [8], [9] is an ensemble learning method that has been showing to outperform other ensemble learning methods in off-line mode [10], [11], [12], including bagging [13] and boosting [14]. A key point to the success of NCL is that the learning of an ensemble member is influenced by the learning of the others, directly encouraging diversity. This key point makes NCL a potentially powerful approach to on-line learning.

However, when applied to on-line learning, NCL presents the problem that part of the diversity has to be built a priori, as the same sequence of training data is sent to all the ensemble members. In this way, the choice of the base models to be used is limited and the use of more adequate neural network models for the problem to be solved may be not possible.

This paper proposes a new method to perform on-line learning based on NCL and On-line Bagging [6]. The method directly encourages diversity, as NCL, but sends a different sequence of training data to each one of the base models in an on-line bagging way. So, it allows the use of deterministic base models such as Evolving Fuzzy Neural Networks (EFuNNs) [15], which are specifically designed to perform on-line learning.

Experiments show the importance of a wider range of base model choices and reveal that on-line bagging NCL using EFuNNs have better (lower) classification error than NCL applied to on-line learning using on-line Multi-Layer Perceptrons (MLPs) in 4 out of 5 classification databases. Besides, on-line bagging NCL using EFuNNs manage to attain similar classification error to NCL using off-line MLPs, even being able to use each training instance only once, while off-line MLPs can use the whole training set a certain number of epochs.

This paper is further organized as follows: section II presents related work, section III presents the proposed approach, section IV presents the experiments done to show the importance of the proposed method and section V presents the conclusions of the work.

II. RELATED WORK

Recently, ensemble learning methods have been showing to outperform single classifiers in on-line learning. Section II-A presents some successful on-line ensemble classification methods existent in the literature and explain how the method proposed in this paper can overcome their weaknesses. Section II-B contains some comments about the base models used in this work.

A. On-line Ensemble Learning

Some of the on-line ensemble learning methods existent in the literature send the same sequence of data to all the ensemble members. These methods present the problem that part (or all) of the model diversity has to be built a priori rather than emerging from data itself. In many cases, these methods consist of different ways of combining the ensemble...
members [17], [18] or finding alternatives to create different ensemble members when the same sequence of training data is sent to all of them [19], [20]. These methods, except NCL, perform independent training of the ensemble members.

Nevertheless, ensemble learning methods which directly encourage diversity by considering the interaction among all ensemble members during the learning, such as NCL, have been showing to outperform other ensemble learning approaches in off-line mode [10], [11], [21]. So, ensemble learning methods in which the ensemble members are not trained independently have a potential advantage over methods which perform independent training in on-line mode.

Some other on-line ensemble learning methods existent in the literature do not send the same sequence of training data to all the ensemble members. Instead, they consist of different ways of sending training data to the ensembles members, so that diversity does not have to be partly or completely designed a priori. Most of these methods are on-line versions of bagging [13] and boosting [14].

An example is Modified Adaptive Boosting (MadaBoost) [22]. This method is a modification of AdaBoost [14] which can be used in the filtering framework without having extremely high execution time. This modification bounds the weight that is attributed to the training instances, reducing the time necessary for the filter to choose an example to be used in the learning process. The weighting update scheme is also slightly modified, in order to obtain a formal proof of convergence to MadaBoost. This method can reduce considerably the execution time of AdaBoost in the filtering framework and, at the same time, obtain similar or better generalization.

Two notable on-line ensemble learning methods for classification are On-line Bagging and On-line Boosting [6]. On-line bagging is based on the fact that, when the number of training instances tends to infinite in off-line bagging, each ensemble member \( i \) contains \( K_i \) copies of each of the original training instances, where the distribution of \( K_i \) tends to a \( \text{Poisson}(1) \) distribution. So, in on-line bagging, whenever a training instance is available, it is presented \( K_i \) times to each ensemble member \( i \), where \( K_i \) is drawn from a \( \text{Poisson}(1) \) distribution. The classification is done by unweighted majority vote, as it is done in Bagging.

On-line boosting works in a similar way to on-line bagging, but it uses a \( \text{Poisson}(\gamma_d) \) distribution. The parameter \( \gamma_d \) associated to an instance \( d \) is increased when presented to the next ensemble member if the current ensemble member misclassifies the instance. Otherwise, it is decreased. In this way, \( \gamma_d \) has the same role as the weight of the instance \( d \) in AdaBoost. The on-line boosting algorithm gives the instances misclassified by one stage (one classifier) half the total weight in the next stage and the correctly classified instances are given the remaining half of the weight. To use the system, the classification made by the whole ensemble is by weighted majority vote, with weights based on the accuracy of the ensemble members.

Both on-line bagging and boosting are able to get better generalization than a single classifier when their off-line correspondent algorithms also can. Very similar on-line bagging and boosting methods were also proposed in [4].

The on-line approaches based on bagging and boosting present some of the problems that bagging and boosting present. For example, diversity among the ensemble members is very important to produce successful ensembles [23]. However, as on-line bagging is an approximation of bagging, the ensemble members are also created independently. So, there is no warranty that they will be enough diverse to produce an ensemble with good accuracy.

The ensemble members of the on-line methods based on boosting have some influence from the others. However, the first ensemble members trained are not influenced by the last ones and diversity is not directly encouraged. Besides, boosting algorithms tend to overfit training instances [24]. According to [25], this happens because the boosting method to update the probabilities associated to each training instance may over-emphasize noisy training instances. Besides, the classifiers created by boosting are combined using weighted voting. Previous work [26] has shown that optimizing the combining weights can lead to overfitting, while an unweighted voting scheme is generally robust to overfitting.

NCL is an ensemble learning method that can be applied to on-line learning. In this method, the training of an ensemble member is influenced by the others, directly encouraging diversity through the use of a penalty correlation term in the error function of the base model learning algorithm. In off-line mode, ensembles which directly encourage diversity considering the interaction among all the ensemble members during the learning [10], [11], [21] have been showing to outperform other ensemble learning methods such as bagging and boosting. So, this is a potentially powerful advantage of NCL over the other on-line ensemble methods existent in the literature. The negative correlation among the ensemble members and the use of unweighted voting also makes NCL robust in relation to overfitting.

Recently, NCL has been applied to incremental learning\(^1\) [27], showing to be a promising approach in this area. However, when applied to on-line learning, NCL presents the problem that part of the diversity has to be built \( \text{a priori} \), as the same sequence of training data is sent to all the ensemble members. In this way, the choice of the base models to be used is limited and the use of more adequate neural network models for the problem to be solved may be not possible. The method proposed in this paper can overcome this problem, taking advantage of the NCL features to overcome the problems of the other methods existent in the literature and allowing the choice of a wider range of base models, including deterministic classifiers.

\(^1\)We consider that an incremental learning algorithm can learn training data gathered in several batches, instead of learning each example separately.
B. Base Models

In this work we use two different base models. One of them is Multi-Layer Perceptrons (MLPs) [28] and the other is Evolving Fuzzy Neural Networks (EFuNNs) [15].

The algorithm used to train the MLPs is the stochastic back-propagation [29]. Some authors refer to this algorithm as on-line back-propagation. It is important not to confuse the term on-line learning used in this work with the term on-line learning related to the back-propagation algorithm. In the later, the term is used to indicate that the weights are updated right after the presentation of each training instance. However, the whole training set can be presented several times to the neural network. In order to avoid confusion, we will not refer to the stochastic back-propagation algorithm as on-line back-propagation in this work.

Stochastic back-propagation can be applied to perform both on-line and off-line learning. In on-line learning, each training instance has to be processed only once and then discarded. So, it is possible to use only 1 epoch for learning. We will refer to the stochastic back-propagation which uses only 1 epoch as on-line stochastic back-propagation. It would be possible to present each training instance a certain number of times “on-arrival”, as it was done by [30]. However, as it is commented in section IV-A, this does not improve the resulting ensemble’s classification error.

EFuNNs are neural network models specifically designed to perform on-line learning. They are fast (only one pass through the training examples is necessary), local and constructive. Local and constructive learning is very important to avoid catastrophic forgetting, which problem known for making on-line learning more challenging.

EFuNNs have a five-layer architecture. The first layer represents the input vector, the second represents the fuzzy quantification of the input vector, the third represents the associations between fuzzy input space and fuzzy output space, the fourth represents the fuzzy quantification of the output vector and the fifth represents the output vector.

Learning occurs at the rule nodes layer. Each node \( r_j \) of this layer is represented by two vectors of connection weights \( WI(r_j) \) and \( W2(r_j) \). \( WI \) represents the coordinates of the nodes in the fuzzy input space and it is adjusted through unsupervised learning. \( W2 \) represents the coordinates of the nodes in the fuzzy output space and it is adjusted through supervised learning. The learning rules are the following:

- \( W1(r_j) = W1(r_j) + lr1(r_j) \cdot (x_f(d) - W1(r_j)) \)
- \( W2(r_j) = W2(r_j) + lr2(r_j) \cdot (t_f(d) - A2) \cdot A1(r_j) \)

where: \( x_f(d) \) and \( t_f(d) \) are the fuzzy input and fuzzy output vectors of the training pattern \( d \); \( lr1(r_j) \) and \( lr2(r_j) \) are the learning rates for the \( W1 \) and \( W2 \) weights of the node \( r_j \) at a particular time during the learning; \( A2 \) is the fuzzy output activation vector and \( A1(r_j) \) is the activation value of the rule node \( r_j \). The learning rate of a node can be the inverse of the number of training patterns accommodated so far by that node.

The EFuNN learning algorithm is briefly described below. For more details, it is recommended to read [15].

Algorithm 1 EFuNN Learning Algorithm

Inputs: current EFuNN, training pattern \( d \), number of training patterns presented so far and training parameters (number of membership functions; type of membership functions; initial sensitivity threshold \( S \) of the nodes, which is also used to determine the initial radius of the receptive field of a node \( r_j \) when it is created \( R(r_j) = 1 - S \); error threshold \( \varepsilon \); aggregation parameter \( Nagg \); pruning parameters \( OLD \) and \( Pr \); \( m-of-n \) value, which is the number of highest activation nodes used in the learning; maximum radius of the receptive field \( Mrad \); rule extraction thresholds \( T1 \) and \( T2 \).

Output: updated EFuNN.

1) If this is the first learning of EFuNN, set the first rule node \( r_0 \) to memorize \( d \): \( W1(r_0) = x_f(d) \) and \( W2(r_0) = t_f(d) \).
2) Else

   2.1 Calculate the activations \( A1 \) of all rule nodes, e.g., \( A1 = 1 - D(W1(r_j), x_f(d)) \), where \( D \) is a distance measure.
   2.2 Select the rule node \( r_k \) that has the smallest distance \( D(W1(r_k), x_f(d)) \) and that has activation \( A1(r_k) \geq S(r_k) \). In the case of \( m-of-n \) learning, select \( m \) nodes instead of just one node.
   2.3 If this node does not exist, create a new rule node.
   2.4 Else

      2.4.1 Determine the activation \( A2 \) of the output layer and the normalized output error \( Err = subabs(t(d), F_{ef})/N_{out} \), where \( t(d) \) is the desired output, \( F_{ef} \) is the obtained output and \( N_{out} \) is the number of nodes of the output layer.
      2.4.2 If \( Err > E \), create a new rule node.
      2.4.3 Else, apply the learning rules to \( W1(r_k) \) and \( W2(r_k) \) (in the case of \( m-of-n \) learning, the rules are applied to the \( m \) rule nodes).
   2.5 Apply aggregation procedure after the presentation of \( Nagg \) patterns.
   2.6 Update the parameters \( S(r_k), R(r_k), Age(r_k) \) and \(_TA(r_k)\). \( TA(r_k)\) can be, for example, the sum of the activations \( A1 \) obtained for all examples that \( r_k \) accommodates.
   2.7 Prune rule nodes according to \( OLD \) and \( Pr \).
   2.8 Extract rules according to \( T1 \) and \( T2 \).

III. ON-LINE BAGGING NCL

This section proposes a new on-line ensemble learning method called on-line bagging NCL. As it was discussed in section II-A, this method is able to take advantage of the NCL strong points and, at the same time, overcome the NCL problem that part of the diversity has to be built \textit{a priori}, which limits the choices of base models to be used.

On-line bagging NCL uses a penalty term in the error function to be optimized by the neural network learning
algorithm. In the same way as in NCL, the penalty term is used to penalize positive correlation of errors from different neural networks, i.e., to encourage negative correlation between the error of an ensemble member and the error of the rest of the ensemble.

Let $F(d)$ be the arithmetic average of the ensemble member outputs for the training pattern $d$:

$$F(d) = \frac{1}{M} \sum_{i=1}^{M} F_i(d),$$  \hspace{1cm} (1)

where $F_i(d)$ is the output of the $i$th individual neural network on the training pattern $d$.

If the error function used by the base models is the mean squared error, the error $E_i$ for the $i$th ensemble member on the training pattern $d$ can be adapted in the following way to accommodate the penalty term:

$$E_i(d) = \frac{1}{2} (F_i(d) - t(d))^2 + \gamma p_i(d),$$  \hspace{1cm} (2)

where $t(d)$ is the target output of the training example $d$, $p_i$ is the correlation penalty function and $\gamma$ is a parameter used to adjust the strength of the penalty. The penalty function $p_i$ may use the following equation:

$$p_i(d) = (F_i(d) - F(d)) \sum_{i \neq j} (F_j(d) - F(d)).$$  \hspace{1cm} (3)

The partial derivative of $E_i(d)$ with respect to the output of the network $i$ on the $d$th training pattern is:

$$\frac{\partial E_i(d)}{\partial F_i(d)} = F_i(d) - t(d) - \gamma \left[ 2 \left( 1 - \frac{1}{M} \right) (F_i(d) - F(d)) \right].$$  \hspace{1cm} (4)

This partial derivative can be used to perform the weight adjustments of the neural networks that belong to the ensemble.

Consider an ensemble composed by on-line base models which use error functions adapted to the use the penalty function. Similarly to on-line bagging, on-line bagging NCL presents each training instance $k_i$ times to the on-line learning algorithm, where $k_i$ is drawn from a Poisson(1) distribution. However, before the learning of a training example $d$, the arithmetic average of the outputs of the ensemble members on $d$ has to be calculated, in order to be used by the on-line learning algorithms of the ensemble members. The algorithm is presented below:

**Algorithm 2** On-line Bagging NCL

Inputs: ensemble of neural networks $h$; training example $d$; strength parameter $\gamma$; on-line learning algorithm $L_o$ which uses an error function adapted to the use of $p_i$. 
Output: updated ensemble of neural networks $h$.

1) Calculate $F(d)$.
2) For each ensemble member $h_i$, do:
   2.1 Set $k_i$ according to Poisson(1).
   2.2 Do $k_i$ times:

IV. EXPERIMENTS

This section presents the experiments done with NCL and On-line Bagging NCL in order to validate and check the importance of the new method. Section IV-A presents the databases and the experimental setup used. Section IV-B shows that NCL with on-line MLPs is not suitable to perform on-line learning. Section IV-C shows that on-line bagging NCL is able to outperform NCL using on-line MLPs when EFuNNs are used as the base models and shows that MLPs are not so suitable to on-line learning as other models. Besides, this section shows that on-line bagging NCL using EFuNNs can get similar classification error to NCL using off-line MLPs, emphasizing even more the importance of having a wider range of choices for the base model. The results are presented using classification error, instead of accuracy, in order to provide a better visualization of the graphics.

A. Databases and Experimental Setup

The databases used in the experiments were Adult, Letter Recognition, Mushroom, Optical Recognition of Handwritten Digits and Vehicle Silhouettes, from the UCI Machine Learning Repository [16]. The number of input attributes, classes and instances of each database are shown in table I.

<table>
<thead>
<tr>
<th>Database</th>
<th>Inputs</th>
<th>Classes</th>
<th>Instances</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adult</td>
<td>14</td>
<td>2</td>
<td>45,222</td>
</tr>
<tr>
<td>Letter</td>
<td>16</td>
<td>26</td>
<td>20,000</td>
</tr>
<tr>
<td>Mushroom</td>
<td>21</td>
<td>2</td>
<td>8124</td>
</tr>
<tr>
<td>Optdigits</td>
<td>64</td>
<td>10</td>
<td>5620</td>
</tr>
<tr>
<td>Vehicle</td>
<td>18</td>
<td>4</td>
<td>846</td>
</tr>
</tbody>
</table>

The parameters used in the experiments, except the learning rate used for the stochastic back-propagation learning, were chosen after visual inspection of some preliminary executions varying the parameters. After that, 5 runs of 2-fold cross-validation were performed with the chosen parameters. All the comparisons presented in sections IV-B and IV-C are confirmed by 5x2 cross-validation F tests with 95% of confidence, as recommended in [31] and [32].

For the on-line stochastic back-propagation learning, 5 runs of 2-fold cross-validation were performed for each of the 6 learning rates from 1 to 0.00001, to guarantee that the classification errors obtained are not result from a bad learning rate choice. The best classification error averages were attained by using learning rate 0.1 for all databases but Vehicle, in which the best classification error average was obtained by using 0.01. The results reported in the rest of the paper are the ones obtained with the best learning rates for each database. Experiments using 5 runs of 2-fold cross-validation were also done presenting each training instance a certain number of times (more than 1) “on-arrival” and then discarded, as it was done in [30] to perform on-line learning.
TABLE II
MLP PARAMETERS

<table>
<thead>
<tr>
<th>Database</th>
<th>Hidden nodes</th>
<th>Epochs</th>
<th>Learning rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adult</td>
<td>5</td>
<td>100</td>
<td>0.1</td>
</tr>
<tr>
<td>Letter</td>
<td>40</td>
<td>300</td>
<td>0.1</td>
</tr>
<tr>
<td>Mushroom</td>
<td>25</td>
<td>100</td>
<td>0.05</td>
</tr>
<tr>
<td>Optdigits</td>
<td>10</td>
<td>100</td>
<td>0.1</td>
</tr>
<tr>
<td>Vehicle</td>
<td>50</td>
<td>1500</td>
<td>0.05</td>
</tr>
</tbody>
</table>

However, the accuracies did not improve in comparison with the use of off-line MLPs. So, the rest of the paper shows only the results obtained by presenting each training instance only once “on-arrival”.

The ensembles created in the experiments were composed by 10 MLPs combined by majority-vote and the penalty strength was $\gamma = 0.4$. It is important to notice that the preliminary executions showed that the on-line ensemble learning methods are quite robust to the choice of $\gamma$, as long as its value is not close to the upper boundary [33] of this parameter. So, the differences in the classification error are highly dependent on the base learner, making its choice an important step when using on-line NCL or on-line bagging NCL. However, further detailed study about the influence of $\gamma$ on the classification error in on-line mode is important and proposed as a future work.

The EFuNN parameters were the following: error threshold $E = 0.1$, initial sensibility threshold $S = 0.9$, maximum radius of receptive field $Mrad = 0.5$, membership functions number $= 3$, membership functions type = triangular, $m - of - n = 3$, no rules extraction, no aggregation and no pruning, except for Adult, in which pruning was used with $Pr = 1$ and node age $OLD = 200$, and Vehicle, in which the error threshold was $E = 0.001$.

The number of hidden nodes used for both on-line and off-line MLPs trained with stochastic back-propagation learning and the number of epochs and the learning rate used for off-line stochastic back-propagation learning are shown in table II.

B. On-line NCL Vs. Off-line NCL

This section presents a comparison between NCL using on-line and off-line stochastic back-propagation MLPs. It shows that NCL with on-line MLPs is unsuitable for on-line learning, due to the high classification errors obtained.

The classification error averages of the ensembles of on-line MLPs and off-line MLPs produced by NCL are shown in figure 1. It is possible to observe that both the train and test (generalization) errors obtained by the ensembles of on-line MLPs are usually considerably and sometimes even drastically increased in comparison with the use of off-line MLPs. Except for the Adult database, the classification errors obtained using on-line MLPs are always more than twice the classification errors obtained using off-line MLPs. In Letter and Vehicle, the classification error averages using on-line MLPs are even higher than 50%, being unacceptable.

For all databases but Adult, 5x2 cross-validation F tests [32] indicate that NCL with on-line MLPs produces worse classification errors than NCL with off-line MLPs. Table III shows the averages ($\mu$), standard deviations (SD) and statistic $f$ of the 5x2 cross-validation F tests. The statistics $f$ higher than 4.74 indicate that there is statistical significant difference between the averages with 95% of confidence. These statistics are marked with the symbol “*” in this and all the other tables of the paper.

The Adult database has a large number of training instances, causing the classification errors of NCL with on-line and off-line MLPs to be statistically the same. It is important to notice that, even if for large databases on-line MLPs can get classification errors similar to off-line MLPs, this would mean that in order to achieve a similar performance, on-line MLPs would need a greater number of training instances than off-line MLPs and the learning system as a whole would take more time to start making predictions with acceptable accuracy.

The experiments presented in this section indicate that NCL is not suitable to on-line learning when on-line MLPs are used as the base models. As the only difference between NCL applied in on-line and off-line mode is the base model, it is possible that the bad classification errors obtained are due to the on-line MLPs. On-line bagging NCL allows the use of more suitable base models to perform on-line learning, such as EFuNNs. Section IV-C presents experiments with this method, confirming that on-line MLPs are not so suitable for on-line learning as other classifiers such as EFuNN. So, the possibility of a wider range of choice for base model is an important characteristic of on-line bagging NCL.

C. On-line NCL Vs. On-line Bagging NCL

The classification error averages of the ensembles of EFuNNs produced by on-line bagging NCL and of the ensembles of on-line MLPs produced by NCL are shown in figure 1. Table IV shows the classification error averages, standard deviations and statistics $f$ of the 5x2 cross-validation F tests done to compare these methods. The experiments show that for all databases but Adult, on-line bagging NCL with EFuNNs obtains statistically better (lower) classification error than NCL with on-line MLPs. Again, the large number of training instances of Adult causes the classification error averages to be statistically the same.

These results show that the on-line bagging using EFuNNs can get better classification error than NCL using on-line MLPs, validating the proposed method. However, it is important to check whether on-line bagging NCL with EFuNN outperforms NCL with on-line MLPs because of the possibility to choose EFuNNs as the base models or because of on-line bagging. In order to do that, the following 2 comparisons were done:

1) NCL with on-line MLPs versus on-line bagging NCL with on-line MLPs - to check whether on-line bagging NCL by itself is improving or not the classification error in relation to NCL.

2) On-line bagging NCL with on-line MLPs versus on-line bagging NCL with EFuNNs - to complement the
First comparison, checking the importance of the base learner to the performance of on-line bagging NCL.

Table V shows the classification error averages, standard deviations and statistics of the 5x2 cross-validation F tests for the first comparison. It is possible to observe that on-line bagging NCL with on-line MLPs obtains either statistically equal or worse classification error averages than NCL with on-line MLPs. So, on-line bagging NCL by itself cannot improve the classification in relation to NCL.

Table VI shows the classification error averages, standard deviations and statistics of the 5x2 cross-validation F tests for the second comparison. It is possible to observe that on-line bagging NCL with EFuNNs obtains statistically better classification error than on-line bagging NCL with on-line MLPs for all databases but Adult.

These two comparisons show that EFuNNs play a very important role in improving on-line bagging NCL’s classification. So, the possibility to choose deterministic classifiers such as EFuNNs is an important characteristic of on-line bagging NCL, making it possible to improve its generalization.
**TABLE V**

Classification error averages, standard deviations and \( f \) statistics of the 5x2 cross-validation F tests [32] of the ensembles of on-line MLPs trained with NCL and of the ensembles of on-line bagging NCL with on-line bagging NCL. Values \( f \) marked with the symbol ‘*’ indicate statistical significant difference with 95% of confidence.

<table>
<thead>
<tr>
<th></th>
<th>Train error average</th>
<th>Test error average</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Av +/- SD</td>
<td>Av +/- SD</td>
</tr>
<tr>
<td>NCL with On-line MLP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>On-line Bagging NCL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adult</td>
<td>0.21034 +/- 0.04975</td>
<td>0.21633 +/- 0.01848</td>
</tr>
<tr>
<td>Letter</td>
<td>0.6792 +/- 0.05509</td>
<td>0.21567 +/- 0.01858</td>
</tr>
<tr>
<td>Mush.</td>
<td>0.06278 +/- 0.01293</td>
<td>0.17651 +/- 0.02607</td>
</tr>
<tr>
<td>Opt.</td>
<td>0.06381 +/- 0.01530</td>
<td>0.17222 +/- 0.00965</td>
</tr>
<tr>
<td>Vehicle</td>
<td>0.67021 +/- 0.04291</td>
<td>0.66478 +/- 0.05651</td>
</tr>
<tr>
<td>NCL with Off-line MLP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>On-line Bagging NCL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adult</td>
<td>0.21567 +/- 0.01858</td>
<td>0.21633 +/- 0.01848</td>
</tr>
<tr>
<td>Letter</td>
<td>0.06381 +/- 0.01530</td>
<td>0.21567 +/- 0.02607</td>
</tr>
<tr>
<td>Mush.</td>
<td>0.17651 +/- 0.02607</td>
<td>0.17222 +/- 0.00965</td>
</tr>
<tr>
<td>Opt.</td>
<td>0.17222 +/- 0.00965</td>
<td>0.17222 +/- 0.00965</td>
</tr>
<tr>
<td>Vehicle</td>
<td>0.66478 +/- 0.05651</td>
<td>0.66478 +/- 0.05651</td>
</tr>
</tbody>
</table>

**TABLE VI**

Classification error averages, standard deviations and \( f \) statistics of the 5x2 cross-validation F tests [32] of the ensembles of on-line MLPs trained with on-line bagging NCL and of the ensembles of EFuNNs trained with on-line bagging NCL. Values \( f \) marked with the symbol ‘*’ indicate statistical significant difference with 95% of confidence.

<table>
<thead>
<tr>
<th></th>
<th>Train error average</th>
<th>Test error average</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Av +/- SD</td>
<td>Av +/- SD</td>
</tr>
<tr>
<td>On-line Bagging NCL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adult</td>
<td>0.21034 +/- 0.04975</td>
<td>0.21633 +/- 0.01848</td>
</tr>
<tr>
<td>Letter</td>
<td>0.6792 +/- 0.05509</td>
<td>0.21567 +/- 0.01858</td>
</tr>
<tr>
<td>Mush.</td>
<td>0.06278 +/- 0.01293</td>
<td>0.17651 +/- 0.02607</td>
</tr>
<tr>
<td>Opt.</td>
<td>0.17651 +/- 0.02607</td>
<td>0.17222 +/- 0.00965</td>
</tr>
<tr>
<td>Vehicle</td>
<td>0.67021 +/- 0.04291</td>
<td>0.66478 +/- 0.05651</td>
</tr>
<tr>
<td>EFuNN</td>
<td>0.21567 +/- 0.01858</td>
<td>0.21633 +/- 0.01848</td>
</tr>
<tr>
<td>Letter</td>
<td>0.06381 +/- 0.01530</td>
<td>0.21567 +/- 0.02607</td>
</tr>
<tr>
<td>Mush.</td>
<td>0.17651 +/- 0.02607</td>
<td>0.17222 +/- 0.00965</td>
</tr>
<tr>
<td>Opt.</td>
<td>0.17222 +/- 0.00965</td>
<td>0.17222 +/- 0.00965</td>
</tr>
<tr>
<td>Vehicle</td>
<td>0.66478 +/- 0.05651</td>
<td>0.66478 +/- 0.05651</td>
</tr>
</tbody>
</table>

**TABLE VII**

Classification error averages, standard deviations and \( f \) statistics of the 5x2 cross-validation F tests [32] of the ensembles of off-line MLPs trained with NCL and of the ensembles of EFuNNs trained with on-line bagging NCL. Values \( f \) marked with the symbol ‘*’ indicate statistical significant difference with 95% of confidence.

<table>
<thead>
<tr>
<th></th>
<th>Train error</th>
<th>Test error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NCL with off-line MLP</td>
<td>NCL with off-line MLP</td>
</tr>
<tr>
<td></td>
<td>Av +/- SD</td>
<td>Av +/- SD</td>
</tr>
<tr>
<td>Adult</td>
<td>0.16193 +/- 0.01438</td>
<td>0.16247 +/- 0.01222</td>
</tr>
<tr>
<td>Letter</td>
<td>0.17184 +/- 0.00693</td>
<td>0.18577 +/- 0.00863</td>
</tr>
<tr>
<td>Mush.</td>
<td>0.00000 +/- 0.00000</td>
<td>0.00000 +/- 0.00012</td>
</tr>
<tr>
<td>Opt.</td>
<td>0.01331 +/- 0.00170</td>
<td>0.03274 +/- 0.00428</td>
</tr>
<tr>
<td>Vehicle</td>
<td>0.04043 +/- 0.00682</td>
<td>0.17494 +/- 0.02654</td>
</tr>
</tbody>
</table>

in relation to NCL.

Another important comparison to show the importance of the method proposed in this paper is the comparison between on-line bagging NCL with EFuNNs and NCL with off-line MLPs. Figure 1 shows the classification error averages obtained by both the approaches. Table VII shows the classification error averages, standard deviations and statistics \( f \) of the 5x2 cross-validation F tests. The statistical tests show that there is no statistical significant difference between the test classification errors obtained by on-line bagging NCL with EFuNNs and NCL with off-line MLPs, except for the Vehicle database, which is a short database. This is an impressive result, as in off-line learning the MLPs can process the whole training set a certain number of epochs, while EFuNNs process each training example only once. This analysis emphasizes even more the importance of having a wider range of choices for the base model, which is allowed by the proposed method.
V. CONCLUSIONS

This paper proposes a new method to on-line ensemble learning called on-line bagging NCL. Using this method, the training of an ensemble member is influenced by the training of the others, directly encouraging diversity. This is an advantage of the proposed method over the other on-line ensemble methods existent in the literature, except NCL. The advantage of the new method over NCL is that it sends a different sequence of training data to each one of the ensemble members, so that it is not necessary to build part of the diversity a priori. In this way, a wider range of base models can be used, including deterministic neural networks. So, on-line bagging NCL allows the choice of more adequate models to on-line learning, such as EFuNN.

The experiments show that NCL using on-line MLPs have high classification error due to the non suitability of on-line MLPs as base models. They also show that the proposed method using EFuNNs can outperform NCL using on-line MLPs in 4 out of 5 classification databases thanks to the wider range of base model choices, which allow the use of EFuNNs as the base model.

Moreover, on-line bagging NCL using EFuNNs manage to attain similar test classification error to NCL using off-line MLPs in 4 out of 5 databases. This is an impressive result, as in off-line learning the MLPs can process the whole training set a certain number of epochs, while EFuNNs process each training example only once. This analysis emphasizes even more the importance of having a wider range of choices for the base model, which is allowed by the proposed method.
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