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The hiring committee

good researcher good teacher to be hired!
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The hiring committee

“Doctrinal paradox” (Vacca, 1921) (Kornhauser & Sager, 1993)

REFable good teacher to be hired!

good teacher to be hired!REFable

Hire or not?

mailto:davide.grossi@uni.lu
mailto:davide.grossi@uni.lu


p q p ∧ q
J1 1 1 1
J2 1 0 0
J3 0 1 0
J ? ? ?
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The hiring committee

“Doctrinal paradox” (Vacca, 1921) (Kornhauser & Sager, 1993)
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Majority rule:

fmaj (P ) =

�
ϕ ∈ A | |Pϕ| ≥

�
|N |+ 1

2

��

where, for x ∈ Q, �x� is the smallest integer greater or equal to x. I.e., ϕ
is collectively accepted iff there is a majority of voters accepting it.

A = {ϕ | ϕ ∈ I} ∪ {¬ϕ | ϕ ∈ I}

I ⊆ L

Ji ⊆ A s.t. consistent and complete

f : J|N | −→ ℘(A)
P = �Ji�i∈N
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Voting by propositionwise majority

Agenda

Issues

Profiles Judgment sets

Aggregation function

p q p ∧ q
J1 1 1 1
J2 1 0 0
J3 0 1 0
J ? ? ?

Set of profiles
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Logic-based JA

Abstract aggregation & Opinion pooling (consensus formation)

d.grossi@liverpool.ac.uk Computer Science  

The two ‘souls’ of JA

f : �J1, . . . , Jn� �→ J

f :





J1(p1) J1(p2) . . . J1(p|A|)
J2(p1) J2(p2) . . . J2(p|A|)

...
...

. . .
...

J|N |(p1) J|N |(p2) . . . J|N |(p|A|)




�→ ( J(p1)J(p2) . . . J(p|A|) )

Wilson, Dokow & Holzman, Nehring 
& Puppe,  Lehrer & Wagner

Dietrich & List
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Majority rule:

fmaj (P ) =

�
ϕ ∈ A | |Pϕ| ≥

�
|N |+ 1

2

��

where, for x ∈ Q, �x� is the smallest integer greater or equal to x. I.e., ϕ
is collectively accepted iff there is a majority of voters accepting it.

Unanimity rule:

fu(P ) = {ϕ ∈ A | |Pϕ| ≥ |N |}

I.e., ϕ is collectively accepted iff all voters accept it.

Quota rule:

ft(P ) = {ϕ ∈ A | |Pϕ| ≥ tϕ}

where t = �tϕ�ϕ∈A is a tuple of integer thresholds or quotas tϕ, one for
each formula in the agenda. I.e., ϕ is collectively accepted iff there are at
least tϕ voters accepting it.
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Threshold-based rules
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Prem ∪ Conc is a partition of A
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Premise- and conclusion-based rules

Premise-based rule:

fpb(P ) = fmaj(P
Prem) ∪

�
ϕ ∈ Conc | fmaj(P

Prem) |= ϕ
�

I.e., ϕ is collectively accepted iff it is a premise and it has been voted
by the majority of the individuals or it is a conclusion entailed by the
premises accepted by the majority.

Conclusion-based rule:

fcb(P ) = fmaj(P
Conc)

I.e., ϕ is collectively accepted iff it is a conclusion and it has been voted
by the majority of the individuals.
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Example

Is this a problem of only these rules? Or a genuine difficulty?

NOTE: these rules are “nice”! (they are anonymous, unbiased, 
monotonic, independent, ...)

BUT: they do not preserve rationality

2.1. BASIC FORMAL DEFINITIONS 21

p p → q q

J1 1 1 1
J2 1 0 0
J3 0 1 0

fmaj 1 1 0
fu
ft� 1 1 0
ft�� 1 0 0
fpb 1 1 1
fcb 0

Figure 2.1: An illustration of several aggregation rules from Example 2.4

The profile consisting of the three judgment sets J1 = {p, p → q, q}, J2 =
{p,¬(p → q),¬q} and J3 = {¬p, p → q,¬q}, once aggregated via propositionwise majority
(fmaj), gives rise to an inconsistent collective judgment set J = {p, p → q,¬q}. Proposi-
tionwise unanimity (fu) does not accept any of the items of the agenda. If we assume
that Prem = {p, p → q} and Conc = {q}, the premise-based rule (fpb) generates a collec-
tive judgment accepting all items, and the conclusion-based rule (fcb) rejects the conclusion
q, and does not accept any other item of the agenda.

We give two examples of quota rules. The first is a quota rule that requires majority
over the premises and their negations, but requires a unanimous vote to collectively accept
the positive conclusion and one voter to reject it. That is: t�p = t�p→q = t�¬p = t�¬(p→q) =�
|N |+1

2

�
, t�q = |N |, and t�¬q = 1.8. This quota rule accepts both premises but rejects the

conclusion. The second one requires majority on all atomic issues and unanimity on the

implicative issues.9 That is: t��p = t��¬p = t��q = t��¬q =
�
|N |+1

2

�
, t��p→q = |N | and t��¬(p→q) = 1.10

This rule then accepts one premise but rejects the implicative premise and the conclusion.
Figure 2.1 recapitulates the outputs just discussed.

It is no accident that all aggregation rules in the above example either fail to yield
a judgment set (all except fpb and ft�� , whose output is consistent and complete) or they
reach inconsistent conclusions (fpb accepts q while fcb and ft�� reject it). The reasons for
such failure are deep and we will probe them in Chapter 3. The remainder of the chapter
sets the stage for that.

8Notice that these thresholds satisfy the constraints in Formulae (2.4) and (2.5).
9Thresholds of this type, on agendas containing only the implication connective are extensively studied in [Die10].

10Again, note that these thresholds satisfy the constraints in Formulae (2.4) and (2.5).
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PART II

Oligarchs (Ultra)filters and Dictators

Arrow's devastating discovery is to mathematical politics 
what Kurt Goedel's 1931 impossibility-of-proving-consistency 
theorem is to mathematical logic

P. Samuelson
[Scientific American, October 1974, p. 120]
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(Im)possibility

Given a certain type of agenda, does an aggregation function 
exist, which satisfies some desirable aggregation conditions?

If the agenda satisfies the agenda conditions C1, ... , Cn then the 
aggregation function satisfies the aggregation conditions C'1 ... 
C'm if and only if the aggregation function is a dictatorship (or 
an oligarchy)

Theorem (Dietrich & List, 2007). Let J = �N,A� be a judgment aggregation
structure such that A satisfies NS and EN, and let f be an aggregation function:
f satisfies U, RAT and SYS iff f satisfies D.
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Definition (Non-simple agendas). An agenda A is non-simple (NS) iff it con-
tains at least one set X s.t.:

• 3 ≤ |X|;

• X is minimally inconsistent, i.e.:

– X is inconsistent;

– ∀Y s.t. Y ⊂ X: Y is consistent.

An agenda is called simple if it is not non-simple.
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NOTE: an agenda is simple iff it contains only minimally 
inconsistent sets of size 2.

If an agenda is simple then the majority rule works very well (it 
is actually the “best”)

Agenda conditions
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An aggregation function f is:

Collectively rational (RAT) iff f(P ) is consistent and complete.
I.e., the collective set is a judgment set.

Unanimous (U) iff ∀ϕ ∈ A, ∀P ∈ P : if [∀i ∈ N : Pi |= ϕ] then f(P ) |= ϕ.
I.e., if all voters agree on accepting ϕ, so does also the collective set.

Systematic (SYS) iff ∀ϕ,ψ ∈ A, ∀P, P � ∈ P: if [∀i ∈ N : Pi |= ϕ iff P �
i |=

ψ] then [f(P ) |= ϕ iff f(P �) |= ψ].
I.e., if all voters in two different profiles agree on the acceptance or rejec-
tion pattern of two formulae (ϕ is accepted iff ψ is accepted), the aggre-
gated judgments of the two profiles also do.

d.grossi@liverpool.ac.uk Computer Science  

Aggregation conditions

SYS: “all that matters are the columns of a vote matrix”

p q p ∧ q
J1 1 1 1
J2 1 0 0
J3 0 1 0
J ? ? ?

30 2. BASIC CONCEPTS

in the next section, appeal to some intuition of what counts as a ‘fair’ or ‘reasonable’
aggregation process. The theory of judgment aggregation starts by the realization that
natural combinations of these conditions lead to unacceptable consequences.

2.3.2 ON THE ‘MEANING’ OF THE AGGREGATION CONDITIONS

Output conditions

Let us start with the output conditions. Condition RAT imposes the result of the aggre-
gation to be a set of formulae of the same type of the ones held by the individual voters.
More loosely, it forces the view of the collective to be like the one of an individual. This
involves being consistent, i.e., non contradictory, and complete, i.e., accepting or rejecting
each single issue. Closure is a weaker property than completeness, as it just requires the
collective judgment to explicitly accept all the consequences of the formulae it accepts.

Mapping conditions

Let us move then to the mapping conditions. Condition AN states that the aggregation
is independent of the order in which the voters’ judgment sets appear in profiles. In other
words, profiles are treated as multi-sets. Condition U simply states that if all voters agree
on the acceptance or rejection of one issue, the aggregated profile agrees too. Condition
RES imposes that for any formula there is some profile that, once aggregated, accepts
that formula. In other words, all formula have a ‘chance’ of being collectively accepted.
Finally, D states that there exists one voter—the dictator—and O that there exists a set
of voters—the oligarchy—who dictates the outcome of every possible aggregation. Clearly,
if a function satisfies AN it cannot neither be dictatorial nor oligarchic.

The remaining properties are slightly more involved. A good way to illustrate them is
by recalling that each judgment set can be seen as a valuation J : A −→ {1, 0} accepting or
rejecting each agenda item. A judgment profile can therefore be viewed as a tuple �Pi�i∈N

of such valuations. Consider now two such profiles P and P �, for n voters and an agenda
of m elements. Each of them generates a matrix like:

P1(ϕ1) . . . P1(ϕm)
. . . . . . . . .

Pn(ϕ1) . . . Pn(ϕm)

f(P )(ϕ1) . . . f(P )(ϕm)

P �
1(ϕ1) . . . P �

1(ϕm)
. . . . . . . . .

P �
n(ϕ1) . . . P �

n(ϕm)

f(P �)(ϕ1) . . . f(P �)(ϕm)

where Pi(ϕj)—respectively P �
i (ϕj)—is the value (1 for acceptance and 0 for rejection) that

judgment set Pi—respectively, P �
i—attributes to formula ϕj and, similarly, f(P )(ϕj)—

respectively, f(P �)(ϕj)—is the value that the aggregated profile attributes to ϕj . That
is, each cell represents whether voter i (i.e., the ith row) accepts formula j (i.e., the jth

column).
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Lemma (Ultrafilter lemma). Let J = �N,A� be a judgment aggregation struc-
ture and f an aggregation function such that A satisfies NS and EN and f
satisfies U, SYS and RAT. The set W is an ultrafilter, i.e.:

i) N ∈ W

ii) C ∈ W iff −C �∈ W;

iii) W is upward closed: if C ∈ W and C ⊆ C � then C � ∈ W;

iv) W is closed under finite meets: if C,C � ∈ W then C ∩ C � ∈ W.

∅ �∈ W

Wϕ := {C ⊆ N | ∀P ∈ P : if C = Pϕ then f(P ) |= ϕ}

∀ϕ, ψ ∈ A : Wϕ = Wψ
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(Ultra)filters of winning coalitions

Winning coalitions

Proper filter
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Lemma (Ultrafilter lemma). Let J = �N,A� be a judgment aggregation struc-
ture and f an aggregation function such that A satisfies NS and EN and f
satisfies U, SYS and RAT. The set W is an ultrafilter, i.e.:

i) N ∈ W

ii) C ∈ W iff −C �∈ W;

iii) W is upward closed: if C ∈ W and C ⊆ C � then C � ∈ W;

iv) W is closed under finite meets: if C,C � ∈ W then C ∩ C � ∈ W.

∅ �∈ W
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(Ultra)filters & (singleton)oligarchs

Proper filter

Lemma (Existence of dictators (resp. oligarchs)). Let W be an ultrafilter (resp.
a proper filter) on a finite set N . Then W is principal, i.e., ∃i ∈ N s.t. {i} ∈
W. (resp., ∅ �=

�
W ∈ W)
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Lemma (Ultrafilter lemma). Let J = �N,A� be a judgment aggregation struc-
ture and f an aggregation function such that A satisfies NS and EN and f
satisfies U, SYS and RAT. The set W is an ultrafilter, i.e.:

i) N ∈ W

ii) C ∈ W iff −C �∈ W;

iii) W is upward closed: if C ∈ W and C ⊆ C � then C � ∈ W;

iv) W is closed under finite meets: if C,C � ∈ W then C ∩ C � ∈ W.

∅ �∈ W

Theorem (Dietrich & List ’07). Let J = �N,A� be a judgment aggregation
problem such that A satisfies NS and EN, and let f be an aggregation function:
f satisfies U, RAT and SYS iff f satisfies D.
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(Ultra)filters & (singleton)oligarchs

Proper filter
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Theorem (Dietrich & List ’07). Let J = �N,A� be a judgment aggregation
problem such that A satisfies NS and EN, and let f be an aggregation function:
f satisfies U, RAT and SYS iff f satisfies D.

{NS} + {RAT,SYS,MON}
{PC,EN} + {RAT,U, IND}

{PC} + {RAT,U, IND,MON}
. . . . . .
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(Ultra)filters & (singleton)oligarchs
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Impossibility: the general pattern

Show that the properties of the judgment aggregation problem at 
hands (i.e., agenda and aggregation conditions) force the set of 
winning coalitions to be an ultrafilter or proper filter

If the set of voters is finite, then the set of winning coalitions is 
generated by a singleton or a smallest set

First ultrafilter proof of Arrow’s theorem due to [Fishburn, 1971]

Ways around impossibility:
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PART III

‘Escaping’ impossibility
by

 L
ex

 D
re

w
in

sk
i
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PART III

‘Escaping’ impossibility

f : J|N | −→ ℘(A)

Restricted domains

Irresolute rules

Weaker agenda and/or aggregation
conditions

Infinite electorates
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Theorem (Non-dictatorial aggregation with infinite electorates). Let J =
�N,A� be an aggregation problem where |N | is infinite. There exists an ag-
gregation function f which satisfies RAT, U, SYS and does not satisfy D.
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Infinite electorates

Take the Frechet filter over N

Complete it to an ultrafilter [Tarski, 30]

Define the rule: “an issue is collectively accepted iff the set of 
voters supporting it belongs to that filter”
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Unidimensional alignment. A profile P is unidimensionally aligned if there
exists a strict linear order > such that, ∀ϕ ∈ A: it is either the case that
∀i, j ∈ N if i ∈ Pϕ and j ∈ P¬ϕ then i > j, or it is the case that ∀i, j ∈ N
if i ∈ Pϕ and j ∈ P¬ϕ then j > i.

Theorem (List’05). Let J = �N,A� be an aggregation problem and let the do-
main of the aggregation consist of only unidimensionally aligned profiles. Then
propositionwise majority is the only rule that satisfies SYS and AN.

d.grossi@liverpool.ac.uk Computer Science  

Restricted domains

4.1. RELAXING UNIVERSAL DOMAIN 57

Voter 3 Voter 2 Voter 5 Voter 4 Voter 1

p 0 0 0 1 1

q 1 1 0 0 0

r 1 0 0 0 0

Figure 4.3: An example of a unidimensionally aligned profile in judgment aggregation [Lis02].

opposite those rejecting that same formula. Thus, if the number of individuals is odd, the

majority rule must coincide with the median voter’s judgment set (Judge 5 in Table 4.3).

Since we assume that individuals are logically consistent, so must be the collective set. If

there is an even number of individuals, the majority will be the intersection of the judgment

sets of the two median voters (which will still be a consistent set). What may happen is

that the two median voters do not agree on an issue ϕ, that is, one may accept ϕ while the

other ¬ϕ. In that case, the collective set would not be complete.

4.1.2 VALUE-RESTRICTION

The exploration of domain restriction conditions in judgment aggregation that guarantee

possibility results continued in [DL10b]. Here, Dietrich and List introduced other sufficient

conditions for majority consistency. In particular, they generalized another well-known con-

dition in the theory of preference aggregation: the value-restricted preferences. Introduced

by Sen [Sen66], this condition is more general than Black’s single-peakedness.

Considering “concerned individuals”, that is, individuals who are not indifferent be-
tween all the alternatives, Sen defines the value of an alternative in a triple, for a given

preference, as being “best,” “worst,” or “medium”. The assumption of value-restricted

preferences is then expressed as follows:

A set of individual preferences over a triple of alternatives such that there exist

one alternative and one value with the characteristic that the alternative never

has that value in any individual’s preference ordering, is called a value-restricted

preference pattern over that triple for those individuals. [Sen66, p. 492]

This means that, given a triple of alternatives, there is some alternative over which

all concerned individuals agree it is not best, or agree that it is not worst, or agree that it is

not medium [Gae06, p. 44]. Clearly, value restriction is violated in the Condorcet paradox

(recall Example 1.1).

The translation of the above condition in the context of judgment aggregation led

Dietrich and List to formulate the value-restricted condition below:
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The ground we covered ...

JA as a general theory of “aggregation”

Doctrinal paradox

Agenda and aggregation conditions

Ultrafilter proof technique

‘Escape’ routes for impossibility results
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Thank you!
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