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Abstract. We present a survey of the recent research efforts in inte-
grating model learning with model-based testing. We distinguished two
strands of work in this domain, namely test-based learning (also called
test-based modeling) and learning-based testing. We classify the results
in terms of their underlying models, their test purpose and techniques,
and their target domains.

1 Introduction

On one hand, learning (functional or behavioral) models of software and com-
puter systems (e.g., hardware, communication protocols) has been studied exten-
sively in the past two decades. Various machine learning techniques [Mit97,Alp14]
have been adopted to this domain and new domain-specific techniques have been
developed for model learning (cf. the chapters on (Extended) Finite Stat Ma-
chine learning in this volume).

On the other hand, testing has been the dominant verification and quality
assurance technique in industrial practice. Traditionally, testing has been an
unstructured and creative effort in which requirements and domain knowledge
is turned into a set of test cases, also called a test suite, while trying to cover
various artifacts (such as requirements, design, or implementation code). Model-
based testing (MBT) [UPL12,UL07] is a structured approach to testing in which
the testing process is driven by a model (e.g., defining the correct behavior of the
system under test, or specifying the relevant interactions with the environment).

The focus of the present paper is precisely in the intersection of the above-
mentioned two fields: learning (functional or behavioral) models and model-
based testing. In this intersection fall two types of research:

1. test-based learning : various (active) learning techniques make queries to the
to-be-learned system in order to verify a learning hypothesis. Such queries
can be tests that are generated from a learned model. We refer to this strand
of work as test-based learning or test-based modeling [MNRS04,Tre11].
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2. learning-based testing : models are cornerstones of model-based testing; how-
ever, complete and up-to-date models hardly ever exist. Learning can hence
be used to create and complement models for model-based testing. We refer
to this category of work as learning-based testing [MS11].

To structure our survey of the field we focus on the following classification
criteria:

1. Types of models: different types of models have been learned and have
been used for model-based testing. We distinguish the following categories
of models: predicates and functions, and logical structures (such as Kripke
structures, cf. the chapter on logic-based learning in this volume), finite
state machines (including their variants and extensions, cf. the chapters on
FSM and Extended FSM learning, as well as learning-based testing in this
volume), and labeled transition systems. The distinction between variants
of these models is not always well-defined and there are several property-
preserving translations among them. However, this classification gives us a
general overview and a measure of matching between different learning and
testing techniques.

2. Types of testing: requirement-based and conformance testing are the most
prominent uses of model-based testing. However, other types of model-based
testing have also been considered in combination with learning; these include:
integration testing, performance testing, and security testing.

3. Domain: test-based learning and model-based testing have been applied to
various domains, such as embedded systems, network protocols, and web
services. If a research result considers a particular application domain, we
classify the result in terms of the domain, as well.

The rest of this paper is organized as follows. In Section 2, an overview
of model-based testing is provided. In Section 3, the basic ideas behind model
learning and their relation to testing are presented. In Section 4, we review
the types of models that have been used in integrating learning and testing and
survey the different pieces of research related to each type of model. In Section 5,
we classify the test purposes and testing techniques that have been considered
in combination with learning. In Section 6, we review the domains to which the
combination of testing and learning has been applied. Finally, we conclude the
survey in Section 7 by pointing out some of the open challenges in this domain.

2 Model-Based Testing

Model-based testing (MBT) is a structured testing technique in which models
are used to guide the testing process. Specification test models can, for example,
describe the input-output functionality of a unit (function, class, module, or
component) [HRD07,MN10], specify the state-based behavior of a unit [UL07]
or a system [VT14], or sequences of interactions with graphical user interface
[YCM09]. Ideally such specification models have a mathematical underpinning,
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i.e., have a formal semantics; such formal models include algebraic properties,
finite state machines, and labeled transition systems. Once specification test
models are in place, much of the testing process can be mechanized thanks to
various MBT techniques and algorithms.

Fig. 1. An Overview of Model-Based Testing [ARM16,UPL12]

Figure 1 presents a general overview of MBT theory and practice. The under-
lying assumption of MBT is the existence of a formalization of the requirements
in the form of a specification test model. This is a highly non-trivial assumption;
models are often absent or incomplete in practice. Learning is a technique that
can help reinstate the underlying assumption of MBT.

To put MBT on firm formal grounds, a common assumption is that the be-
havior of the implementation under test can be described by some (unknown)
model with the same mathematical underpinning as the specification test model.
This enables grounding the theory of MBT in a mathematical definition of a
conformance relation between the specification model and the purported imple-
mentation model.

One of the most important ingredients of a practical MBT approach is a
test-case generation algorithm that can automatically generate a test suite (a
set of test cases) from the specification model (in an online or offline manner),
taking into account the specified test goals. Then using a mechanized adapter
the generated abstract test suite can be translated into concrete test cases that
are executed on the system under test (which is traditionally considered to be a
black box). The results of the test execution are then compared with the results
prescribed by the specification test model.

The formal notion of conformance and the conformance testing algorithm are
linked through soundness and completeness theorems. Soundness states that con-
formance testing never rejects a conforming implementation and exhaustiveness
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states that conformance testing is able to reject all non-conforming implementa-
tions. A sound and exhaustive conformance testing algorithm is called complete.

Fig. 2. Creating Models for Model-Based Testing

Specification test models can be learned from (reference) implementations
and validated or verified by the domain experts, e.g., by manual inspection or
model checking (as well as equivalence checking tools); Figure 2 illustrates this
process. Also incomplete or outdated models can be augmented or corrected
(possibly with user feedback) using learning techniques.

Since the scope of this paper is the combination of model-based testing and
learning, we only explore the part of the literature that serves at least one of
the following two categories of purposes (cf. the chapter on testing stateless
black-box programs in this volume for a complementary survey):

1. Model-based test-based learning, i.e., the use of model-based testing as a
teaching mechanism in learning models, or

2. Learning-based model-based testing, i.e., the use of learning techniques to
come up with models (of specification or implementation) in the model-based
testing process.

3 Learning

In this section, we review the main ideas concerning model learning and their
connections to (model-based) testing. We mainly consider active automata learn-
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ing in the minimally adequate teacher (MAT) framework as introduced by An-
gluin [Ang87], since it shares clear common grounds with testing; for other ma-
chine learning techniques (some of which are also used in combination with
model-based testing), we refer to [Mit97,Alp14].

Generally, this framework requires the existence of a teacher (called MAT)
with which the learner interacts in order to learn (1) how accurate the currently
learned model is and (2) how the system reacts to some new patterns that are of
interest for improving the model. To this end, the MAT must be able to answer
two respective types of queries: (1) equivalence queries, which check whether the
currently learned model is an accurate model of the system under learning and
(2) membership queries, which provide the system reaction to specified patterns
of input. This setup is shown in Figure 3. In fact, it illustrates an instantiation
of this framework for black-box systems. Since ideal equivalence queries usually
cannot be implemented, they have to approximated via model-based testing.
Failing tests serve as counterexamples in such implementations, while the learned
model and the system under learning are considered equivalent if they agree
on all executed tests. The relationship between learning and testing is detailed
further below.

Teacher

Model-
Based
Testing
Tool

System
Under

Learning

Learning
Algorithm

Equivalence Query

(Hypothesis Model)

Yes / Counterexample

Perform Tests

All Pass /

Failed Test

Output Query

Query Output

Reset + Inputs

Outputs

Outputs Reset + Inputs

Fig. 3. Learning setup in the MAT framework. Figure adapted from a figure in
[SMVJ15].

In the original L∗ algorithm by Angluin, a deterministic finite automaton
(DFA) representing an initially unknown regular language is learned. Member-
ship queries correspond to the question whether some string is in the target
language. In equivalence queries, the learner asks whether the language of a
hypothesized DFA is equivalent to the target language.

These queries enable the learner to follow a two-step procedure in which it
gains knowledge by posing membership queries. If there is sufficient information
to create a hypothesis, an equivalence query is issued. The teacher either answers
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yes, signaling that learning is finished, or it responds with a counterexample
to equivalence. Such a counterexample is then processed by the learner which
eventually starts another round of learning.

Several variations of this general learning process have been proposed. All
of them have in common that two types of queries are posed in an interleaved
and iterative manner. As an example, consider learning of Mealy-machine mod-
els [Nie03,MNRS04,SG09]: instead of posing membership queries, the learner
asks output queries [SG09], i.e., it asks for a sequence of outputs produced in
response to a sequence of inputs. Analogously to L∗, equivalence queries are is-
sued whereby a counterexample is a string of inputs for which the system under
learning (SUL) and the current hypothesis produce different outputs.

3.1 Relation between Learning and Testing

Early work relating testing and program inference predates Angluin’s L∗ al-
gorithm. Weyuker [Wey83] proposed a program-inference-based test-adequacy
criterion. She points out the importance of distinguishing between test-selection
criteria and test-adequacy criteria. The latter should be used to assess if a pass-
ing test set contains sufficient data. For that she proposes to infer a program
from a test set and deem it adequate if the inferred program is equivalent to both
program and specification. Noting that checking equivalence is in general unde-
cidable, she suggest that equivalence checks may be approximated by testing as
is usually done for equivalence queries in active automata learning.

More recently, Berg et al. [BGJ+05] discussed the relationship between con-
formance testing and active automata learning, referred to as regular inference.
Basically, both techniques try to gain information about a black-box system
based on a limited number of observations, but with different goals. One tech-
nique solves a checking problem and the other a synthesis problem. They showed
that a conformance test suite for a model m provides enough information to
learn a model isomorphic to m. Conversely, observations made during learning
a model m form a conformance test suite for m. This resembles the intuition
behind Weyuker’s work [Wey83]: a test set should contain information to infer
a program equivalent to the original program.

Aside from the theoretical relationship, they referred to another connection
between learning and testing. Since equivalence oracles do not exist in general,
they can be approximated by conformance testing (as shown in Figure 3). Hence,
in practice a testing problem has to be solved each time an equivalence query
is issued. Two examples of commonly used equivalence testing methods are the
W-method [Vas73,Cho78] and partial W-method [FvBK+91], the latter aiming
at improving efficiency. Both of these have for instance been implemented in the
automata-learning library LearnLib [IHS15].

3.2 Test Case Selection vs. Query Minimization

Since exhaustive model-based testing is usually infeasible, it is necessary to se-
lect a subset of test cases based on some user-specified criterion [UPL12]. In
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other words, the number of tests has to be reduced. Because of the relation-
ship described above, it can be concluded that a reduction of queries is re-
quired for learning as well. There are several possibilities for implementing such
measures. Most importantly, abstraction is essential for learning to be feasible.
While abstraction is mostly done manually, techniques have been developed to
derive abstraction automatically through counterexample-guided abstraction re-
finement [AHK+12,Aar14,HSM11]. In addition to that, we give three examples
for ways to reduce the number of tests required for learning.

Algorithmic Adaptations. Following the work of Angluin [Ang87], short-
comings of the L∗ algorithm have been identified and optimizations have been
developed. A well-known example of such an optimization is the adapted coun-
terexample processing proposed by Rivest and Schapire [RS93]. They extract
a single suffix from a counterexample which distinguishes states in the current
hypothesis. As a result, the observation table size and thereby the required mem-
bership queries are reduced.

Equivalence Testing Optimisations. Well-known methods for conformance
testing are the W-method [Vas73,Cho78] and partial W-method [FvBK+91].
Thus, they may be used to check whether the current hypothesis is equivalent to
the SUL. However, they suffer from two drawbacks. Firstly, they assume a known
upper bound on the number of states of the SUL. Since we consider black-box
systems, we cannot know such a bound. Furthermore, their complexity grows
exponentially in the difference of the number of states of hypothesis and SUL.
This makes the application in industrial scenarios impractical. Alternative ways
of selecting tests should thus be considered. The ZULU challenge [CdlHJ09]
called for solutions to this issue. Competing approaches were only allowed to
pose a limited number of membership queries/tests. This resembles a setting in
which the cost of test execution matters and equivalence has to be checked via
testing.

Howar et al. [HSM10] describe that a different interpretation of equivalence
queries is necessary in this case. Rather than testing for equivalence, it is neces-
sary to find counterexamples fast. This is a reasonable approach, as learning is
inherently incomplete anyway, because of its relation to black-box testing. Fur-
thermore, they discuss their approaches to selecting test cases which are based
on heuristics. They consider hypotheses to be evolving, i.e. testing is not started
from scratch once a new hypothesis is constructed. Additionally, they base their
test selection on the improved counterexample handling [RS93], combined with
randomization.

Efficient equivalence testing has been addressed by Smeenk et al. [SMVJ15] as
well. Since their SUL is too large for testing with the W-method, they developed
a randomized conformance testing technique. It is based on a method for finding
adaptive distinguishing sequences described by Lee and Yannakakis [LY94]. In
addition to that, they selected a subset of the original alphabet which they
tested more thoroughly. This is done to ensure that specific sequences relevant
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to the initialization of the considered application are covered although it would
be unlikely to select them otherwise.

Another randomized conformance testing technique for automata learning
has been presented in [AT17a]. It addresses coverage by mutation-based test-case
selection whereby the applied mutations are tailored to the specifics of learning.
Furthermore, stochastic equivalence checking has for instance been applied in
learning-based testing to measure convergence [MN15].

Purely random testing, without taking heuristics into account, is a viable
option as well. It has successively been used for experiments with the tool
Tomte [AHK+12,AFBKV15]. However, Aarts et al. [AKT+14] also point out
that while being effective in most cases, random testing may also fail if the
probability of reaching some state is low. Still, quantitative analysis of learned
models, e.g. giving some confidence for the correctness of the models, are mostly
lacking. This is despite early work discussing such ideas [Ang87,RS93].

Domain-Specific Optimisations. Another important insight is that the in-
clusion of knowledge about the application domain can increase learning perfor-
mance. This has for instance been shown by Hungar et al. [HNS03], who applied
techniques such as partial-order reduction methods to reduce the number of
queries. Another example of a domain-specific optimization is the modification
of the W-method by de Ruiter and Poll [dRP15].

3.3 State Merging Techniques

A prominent alternative to learning in the MAT framework is learning via state
merging. State merging techniques infer models from given samples, that is, se-
quences of symbols. This is usually done passively, i.e. without interaction with
a teacher. Prominent examples are the RPNI algorithm [OG92] and ALER-
GIA [CO94]. In a first step, state merging techniques generally build a prefix
tree acceptor (PTA) from the given samples. They then iteratively check nodes
in the tree for compatibility and merge them if they are compatible. The tree
is transformed into a finite automaton through this procedure. Depending on
the actual algorithm, different techniques are used for the steps in this generic
procedure and different types of models are created.

In the case of RPNI for instance, a deterministic finite automaton is inferred
and samples are split into negative and positive samples. Furthermore, the PTA
is built from positive samples while negative samples are used to check whether
two nodes may be merged. ALERGIA requires only positive samples to learn a
probabilistic finite automaton. Therefore, it augments the PTA with frequencies
and bases its compatibility check on a statistical test.

The QSM algorithm is an interactive state-merging algorithm with mem-
bership queries [DLDvL08]. Hence, it is a query-driven State-Merging DFA in-
duction technique. The induction process starts by constructing an initial DFA
covering all positive scenarios only. The induced DFA is then successively gener-
alized under the control of the available negative scenarios and newly generated
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scenarios classified by the end-user (membership queries). This generalization
is carried out by successively merging well-selected state pairs of the initial au-
tomaton.

4 Models

In this section, we provide an overview of the kind of models that have been
learned for testing. Most of the work concentrates on different types of finite
state machines and labeled transition systems. Some researchers have considered
other models, e.g. for stateless systems.

4.1 Finite State Machines

In [AKT+12,AKT+14], the authors use a combination of automata learning
techniques to learn a model of the implementation, which is then compared to
a reference specification model using equivalence checking techniques,.

In [LGS06a], the authors use an approach based on L∗ to learn Mealy ma-
chines, which is extended and more thoroughly described in [SG09]. Other work
considers more expressive versions of Mealy machines [LGS06b,SLG07a], which
include parameters for actions, predicates over input parameters and allow for
observable non-determinism.

Margaria et al. [MNRS04] optimized the L* algorithm for generalized Mealy
machines, i.e. Mealy machines that may produce a sequence of outputs rather
than exactly one output in response to a single input. They report significant
performance gains as compared to learning DFA models.

In [CHJS14,CHJS16], Cassel et al. consider generating models from test
cases and present a framework for generating a class of EFSM models, called
register automata, from black-box components using active automata learning.
They introduce an extension to the L* algorithm called SL* (for Symbolic L* ).
However, they do not explicitly mention any particular testing technique. They
only suggest using conformance testing in hypothesis validation (i.e., providing
counterexamples). The SL* algorithm is available as an extension to Learn-
Lib [IHS15], namely RaLib.

Ipate et al. [ISD15] propose an approach which, given a state-transition
model of a system (EFSM), constructs an approximate automaton model and
a test suite for the system. The approximate model construction relies on a
variant of Angluins automata learning algorithm, adapted to finite cover au-
tomata [CSY99]. In parallel with automata construction, they incrementally
generate conformance test suites for the investigated models, using the W-
method [Cho78] adapted to bounded sequences. These test suites are used to
find counterexamples in the learning process. Their approach is presented and
implemented in the context of the Event-B modeling language [DIMS12,DIS12].

Arts et al. [AT10] automatically extract finite state machines from sets of
unit tests using an FSM inference technique, namely StateChum [WBHS07].
Then, the inferred FSMs are used to provide feedback on the adequacy of the
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set of tests and to develop properties for testing state-based systems. They use
QuickCheck for testing and thus, consider generating QuickCheck properties.
An FSM model is incrementally extracted from the test suite as it evolves.

In [RMSM09] a method for learning-based testing is presented, where the
alphabet of the system under learning is progressively extended during the pro-
cess based on previous interactions. This extension, and the knowledge gained
about the system is used to further derive test cases. The method uses classic
deterministic Mealy machines and the LearnLib for learning, and it is showcased
with the Mantis Bug Tracker case study.

Relying on a heuristic approach to model inference, Schulze et al. [SLBW15]
discussed an model-based testing supported by model generation. They propose
to generate a model from manually created test cases in order to generate further
tests from this model which possibly find undetected issues. In the case study,
they report on manual effort for GUI testing a web-based system.

4.2 Labeled Transition Systems

Hagerer et al. [HHNS02] presented a technique called regular extrapolation for
learning labeled transition systems (LTS) with inputs and outputs. For testing
purposes, labels and states may have additional observations, i.e. parameters and
attributes. Their technique starts with a set of abstract traces, either gathered
passively via log-files or actively via testing. These traces are merged into a
tree and then states with equivalent observations, i.e. equivalent attributes, are
merged. Furthermore, a user may specify independence relations in order to
simplify the model via partial order reduction. Model checking is used to verify
if the learned model satisfies a set of Linear Temporal Logic (LTL) specifications.

Hungar et al. [HNS03] used the L* algorithm to learn LTS models with inputs
and outputs that are input-enabled and input-deterministic. Several optimiza-
tions for reducing the number of membership queries are presented, most notably
the application of partial-order reduction techniques that exploit domain-specific
independence and symmetry properties.

Walkinshaw et al. [WDG09] introduce a reverse-engineering technique which
infers state machines, in the form of LTS, from implementations. They use active
state-merging techniques [DLDvL08] for learning a model based on program ex-
ecutions and model-based testing in refining the hypothesis model. The learning
process starts with an initially small set of execution traces, based on which an
initial hypothesis model is constructed. Then, iteratively, a given MBT frame-
work automatically generates tests from the hypothesis model which are exe-
cuted in the program. Any test conflicting the expected behavior by the model
would restart the process to construct a refined hypothesis model. The process
iterates until no more conflicts can be found by testing. For model inference,
they use StateChum, developed by the authors [WBHS07], and use QuickCheck
for MBT [AHJW06].

Walkinshaw et al. [WBDP10] use the technique introduced in [WDG09] and
propose inductive testing to increase functional coverage in the absence of a
complete specification.
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Tretmans [Tre11] discusses both learning-based testing as well as testing-
based learning. It is rightfully noted that intermixing the two directions is dan-
gerous due to a risk of a circular dependency in the resulting testing process.
Most approaches by Tretmans, employ ioco-based conformance testing methods,
and they treat both deterministic and non-deterministic models given as Mealy
machines. The learning process is delegated to the LearnLib suite with custom
extensions to facilitate better learning, Volpato and Tretmans [VT14] extend
the Angluin’s L* algorithm to work with non-determinism in input-output la-
beled transition systems. The ioco-based testing methodology is implemented
in the TorXakis tool [TB03] and employs random model exploration to gener-
ate tests. The learning approach is further improved in subsequent work [VT15]
which weakens assumptions related to the completeness of information obtained
during learning. An important improvement is that the new approach does not
require exhaustive equivalence checks.

Groz et al. [GLPS08] present inference of k-quotients of FSMs, but also of
input output transition systems (IOTSs). They address the composition IOTSs
and asynchronous communication between components. The latter is accounted
for by introducing queues modeled by IOTSs.

4.3 Other Models

Meinke and Sindhu [MS11] apply the learning-based testing paradigm to reactive
systems and present an incremental learning algorithm for Kripke structures.

For stateless behavior, predicates and functions provide a natural abstrac-
tion for the input-output functionality of programs. In [BG96], inductive pro-
gram learning (and inductive logic programming) is used to learn the behavior
of programs; the technique is used to generate adequate tests in order to dis-
tinguish the program under test from all other alternative programs that can
be learned. In [HRD07], algebraic specifications of Java programs are learned.
In [Mei04,MN10], functional models of numerical software are learned and the
learned models are used for automatic generation of unit tests.

Walkinshaw and Fraser presented Test by Committee, test-case generation
using uncertainty sampling [WF17]. The approach is independent of the type
of model that is inferred and an adaption of Query By Committee, a technique
commonly used in active learning. In their implementation, they infer several
hypotheses at each stage via genetic programming, generate random tests and
select those tests which lead to the most disagreement between the inferred hy-
potheses. In contrast to most other works considered, their implementation infers
non-sequential programs. It infers functions mapping from numerical inputs to
single outputs. Papadopoulos and Walkinshaw also considered similar types of
programs, but in a more general learning-based testing setting [PW15]. There-
fore, they presented the Model-Inference driven Testing (MINTEST) framework
which they also instantiated and evaluated.
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5 Test Purposes and Types of Testing

5.1 Behavioral Conformance Testing

Behavioral conformance testing is a common form of model-based testing, in
which tests are generated in order to establish whether the behavior of the
implementation under test is “equivalent” to that of the specification model,
according to a well-defined notion of equivalence. Typically behavioral confor-
mance testing is integrated with model-learning in that the specification test
models are learned and are subsequently used for generating a conformance test
suite [VT15,ASV10]. However, in [AKT+14], an alternative integration is also
explored. Namely, model learning is used to learn both a model of a reference
implementation and the implementation under test and then equivalence check-
ing tools are used to check the equivalence between the two learned model. This
way conformance checking is performed in an intensional manner by comparing
models rather than by generating test cases from the specification model and
executing test cases on the implementation.

A case study following a similar approach is presented in [TAB17]. However,
instead of comparing to the model of a reference implementation, learned mod-
els of implementations are compared among each other. Detected differences
are considered to point to possible bugs which should be analyzed manually.
Experiments involving five implementations of the MQTT protocol revealed 18
errors in all but one of the implementations. The system HVLearn described by
Sivakorn et al. [SAP+17] follows a similar approach. It learns DFA-models of
SSL/TLS hostname verification implementations via the KV algorithm [KV94].
Given learned models, HVLearn is able to list unique differences between pairs
models and additionally provides analysis capabilities for single models. The au-
thors reported that they found eight previously unknown unique RFC violations
by comparing inferred models. Another example using a similar technique in
the security domain is SFADiff [ASJ+16]. In contrast to the other approaches,
it learns symbolic finite automata (SFA) and is able to find differences between
pairs of sets of programs, e.g., for fingerprinting or creating evasion attacks
against security measures. It has been evaluated in case studies considering TCP
state machines, web application firewalls and parsers in web browsers.

These approaches to conformance testing between implementations can in
general not guarantee exhaustiveness. In other words, if models are found to be
equivalent this does neither imply that the implementations are equivalent nor
that the implementations are free of errors. In testing of complex systems, how-
ever, the reverse will often hold, i.e. there will be differences. These may either
help to extend the learned models in case learning introduced the differences,
or may point to actual differences between systems. The discussed case studies
showed that such differences can be exploited in practice, e.g., to find bugs.

5.2 Requirements-based Testing

With the introduction of black box checking, Peled et al. [PVY99] pioneered a
line of research combining learning, black-box testing and formal verification.
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In order to check whether a black-box system satisfies some formally-defined
property, a model is learned with Angluin’s L∗-algorithm and the property is
checked on this model. If a counterexample is found, it either shows that the
property is violated or it is spurious and can be used to extend the model. To
avoid false positives, conformance testing as described by Vasilevskii [Vas73] and
Chow [Cho78] is also used to extend the model, i.e., to implement equivalence
queries.

Following that, several optimisations and variations have been proposed.
Adaptive model checking [GPY02a,GPY02b] optimizes black box checking by
using a model of the system which is assumed to be inaccurate but relevant.
Another early developed variation is grey-box checking [EGPQ06], which con-
siders a setting in which a system is composed of some completely-specified com-
ponents and some black-box systems. With regard to testing, the VC-method
[Vas73,Cho78] and other conformance testing approaches, taking the grey-box
setting into account, are used and compared.

Adaptive model-checking combined with assume-guarantee verification has
also been considered for the verification of composed systems [HK08]. Fur-
thermore, another variation of adaptive model-checking has been described by
Lai et al. [LCJ06]. They use genetic algorithms instead of L∗ in order to learn a
system model. Their results show promising performance for prefix-closed lan-
guages.

Meinke and Sindhu [MS11] applied the learning-based testing paradigm to
reactive systems and present an incremental learning algorithm for Kripke struc-
tures. Here, an intermediate learned model is model checked against a temporal
specification in order to produce a counter-example input stimulus. The SUT
is then tested with this input. If the resulting output satisfies the specification,
then this new input-output pair is integrated into the model. Otherwise, a fault
has been found and the algorithm terminates.

Following ideas of black box checking, a testing approach for stochastic sys-
tems is presented in [AT17b]. It focuses on reachability properties and basically
infers testing strategies which optimize the probability of observing certain out-
puts. This is done via iterated model-inference, strategy generation via proba-
bilistic model-checking, and property-directed sampling, i.e. testing, of the SUT.

5.3 Security Testing

Based on black box checking [PVY99], Shu and Lee had described an approach
to learning-based security testing [SL07]. Instead of checking more general prop-
erties, they try to find violations of security properties in the composition of
learned models of components. In following work, they presented a combination
of learning and model-based fuzz testing and considered both active and pas-
sive model inference [SHL08]. This approach is more extensively described in
[HSL08] with a focus on passive model inference. For this purpose they detail
their state-merging-based inference approach, discuss the type of fuzz functions
and the coverage criteria they used. Additionally, they provide a more exhaustive
evaluation.
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The compositional approach is also taken in [ORT+07], where several meth-
ods are used to study the security of cryptographic protocols, where learning by
testing black-box implementations is one of the techniques employed. The secrecy
and authenticity properties are then checked on both the protocol specifications
and the actual implementations through the learned model of the implementa-
tion.

Hossen et al. [HGOR14] presented an approach to model inference specifically
tailored to security testing of web applications. The approach is based on the
Z-quotient algorithm [PLG+14].

Cho et al. [CBP+11] developed a security testing tool called MACE. This
tool combines the learning of a Mealy machine with concolic execution of the
source code in order to explore the state space of protocol implementations
more efficiently. Here, the learning algorithm guides the concolic execution in
order to gain more control over the search process. When applied to four server
applications, MACE could detect seven vulnerabilities.

5.4 Integration Testing

Tackling the issue that complex systems commonly integrate third-party com-
ponents without specification, Li et al. [LGS06a] proposed a learning-based ap-
proach to integration testing. They follow an integrated approach in which they
learn models of components from tests and based on the composition of these
models, they generate integration tests. The execution of such tests may even-
tually lead to an update of the learned models if discrepancies are detected.
Integration testing thus serves also as equivalence oracle. In following work,
Li, Shahbaz and Groz [LGS06b,SLG07a,SLG07b] extended their learning-based
integration testing approach to more expressive models. These models also ac-
count for data, through the introduction of parameters for actions and predi-
cates over input parameters. Additionally, they also allow for observable non-
determinism [SLG07a,SLG07b].

Groz et al. present an alternative approach to inference of component mod-
els [GLPS08]. Instead of learning each component model separately, they infer a
k-quotient of the composed system and by projection they infer component mod-
els. With an initial model at hand, they perform a reachability analysis to detect
compositional problems. If a detected problem can be confirmed, they warn that
a problem exists, otherwise they refine the inferred models if the problem could
not be confirmed. Testing is stopped when no potential compositional problem
can be found.

In a similar setting as [LGS06a] and using the same algorithm, Shahbaz et
al. [SPK07] described an approach to detect feature interaction in an integrated
system. Basically, they infer models of components by testing, and execute the
same tests of the composed system again. If the observations in the second phase
do not conform to the inferred models, a feature interaction is detected.

Based on their previous works, Shahbaz and Groz [SG14] present an approach
for analyzing and testing black-box components by combining model learning
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and MBT techniques. The procedure starts by learning each component’s (par-
tial) behavioral model and composing them as a product. The product is then
fed to a model-based test case generator. The tests are then applied on the real
system. Any discrepancies between the learned models and the system’s real be-
havior counts as counterexample for the learned models, to be used to refine the
models. For a more extensive discussion of learning-based integration testing,
see also the corresponding chapter in the volume.

In [KMMV16] a test-based learning approach is devised, where an already
specified system under test is executed to find and record deviations from that
specification. Based on the collection of these deviations, a fault-model is learned,
which is then used to perform model-based testing with QuickCheck [AHJW06]
for the discovery of similar faults in other implementations. Being a prelimi-
nary work, it uses classic deterministic Mealy machines in the learning process
with the LearnLib implementation. The models utilized in this approach are rich
state-based models with full support for predicates. It falls into the integration
testing category in that overall goal of the work is to test implementations com-
posed of different versions of components, some of which may exhibit deviations
from the reference model.

5.5 Regression Testing

Hagerer et al. [HHNS02] and Hungar et al. [HNS03] consider regression testing
as a particularly fruitful application scenario for model learning. With the pos-
sibility of automatically maintaining models during the evolution of a system
regression testing could be largely improved.

Regression testing and learning is also related in [LS14], however, in a slightly
different fashion and not directly connected to model learning. Namely, machine-
learning techniques are used to identify, select, and prioritize tests for regression
testing based on test results from previous iterations and test meta-data.

Selection and extension of test cases, consequently leading to the refinement
of the software model used for MBT, is also considered in [GS16]. Additional
tests are recorded from the Exploratory Testing process [MSB11] and checked to
be covered in the existing MBT model. If they are not, the model undergoes a
refinement procedure to include the new execution traces. This can be classified
as expert supported continuous learning process to build an MBT model.

5.6 Performance Testing

Adamis et al. proposed an approach to passively learn FSM models from confor-
mance test logs to aid performance testing [AKR15]. Since the learned models
may be inaccurate, manual postprocessing is required.

5.7 GUI Testing

Choi et al. described Swifthand a passive-learning-based testing tool for user
interfaces of Android apps [CNS13]. They interleave learning and testing: (1)
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they use the learned model to steer testing to previously unexplored states and
(2) refine the model based on test observations. Their test selection strategy
aims at minimizing the number of restarts, the most time-consuming action in
the considered domain, while maximizing (code) coverage. The evaluation shows
that Swifthand outperforms L∗-based and random testing.

6 Domain

Model learning and model-based testing has been applied to many different
domains with different characteristics. In this section, we provide an overview of
such application domains.

6.1 Embedded Systems

Embedded systems are a very suitable application domain for model learning
and model-based testing; they often have a confined interaction with the envi-
ronment through an interface. One of the earliest application of such techniques
to the embedded system domain has been the application of model learning
to telephone systems with large legacy subsystems [HHNS02,HNS03]. Meinke
and Sindhu [MS11] applied their learning algorithm to a cruise control and an
elevator controller.

Test-based learning (based on a variant of the well-known FSM-based test-
ing, called the W-method) has been applied in [SMVJ15] to learn an industrial
embedded control software.

The combination of learning and testing has also been applied in the auto-
motive domain. In [KMMV16], the basic ideas about learning faulty behavior of
AUTOSAR components is explored in order to predict possible failures in com-
ponent integration. In [KMR] learning-based testing is applied to testing ECU
applications.

6.2 Network and Security Protocols

Another application area often explored in the context of learning and testing is
that of security protocols and protocol implementations. Using the abstraction
technology described in [AHK+12] and Mealy machines learned through Learn-
Lib, [FBJV16] reports on learning different TCP stack implementations. Instead
of for testing, the learned models are used for model checking to verify proper-
ties of these implementations in an off-line fashion. A similar case study carried
out in a security setting focused on SSH implementations [FBLP+17]. Model
checking the learned models of different implementations revealed minor viola-
tions of the standard but no security-critical issues. In [MCWKK09], the learned
protocols are used as an input for fuzzing tools in order to reveal security vul-
nerabilities. Learning-based fuzz testing has also been applied for the Microsoft
MSN instant messaging protocol [SHL08,HSL08]. Furthermore, learning-based
testing of security protocols is addressed in [SL07] as well.
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The authors of [MCWKK09] learned a number of malware, text-based and
binary protocols using some domain-specific and heuristic-based learning tech-
niques. Aarts, Kuppens, Tretmans, Vaandrager and Verwer [AKT+12,AKT+14]
combined various learning techniques to learn and test the bounded re-trans-
mission protocol and Fiterau-Brostean, Janssen, Vaandrager [FBJV14] extended
this work to fragments of TCP. Walkinshaw et al. [WBDP10] applied their in-
ductive testing approach to explore the behavior of the Linux TCP stack.

Test-based learning has been extensively used to learn models of differ-
ent sorts of smart-card based applications. Being black-box systems and typ-
ically specified using imprecise language, test-based learning helped to devise
more precise models of such applications. In particular, the models of a bio-
metric passport and a bank card have been produced this way, see [ASV10]
and [AdRP13], respectively. In both works, a suitable data abstraction between
the learning alphabet and the actual system inputs and output had to be devel-
oped to facilitate the learning process. This led to the development of Tomte, a
framework for automated data abstraction for the purpose of real system learn-
ing [AHK+12,Aar14]. The learned model produced [ASV10] was also compared
to the manually developed model for the conformance testing of the Dutch bio-
metric passport [MPS+09].

6.3 Web Services

Raffelt et al. applied dynamic testing on web applications [RMSM08]. More con-
cretely, they described a test environment Webtest, combining traditional testing
methods, like record-and-replay, and dynamic testing. The latter provides ben-
efits such as systematic exploration and model extrapolation, while the former
eases dynamic testing by defining possible input actions.

Bertolino, Inverardi, Pelliccione, and Tivoli [BIPT09] used test-based learn-
ing (based on finite state machines) to learn the behavioral interfaces for web
services.

6.4 Biological Systems

Biological systems have been recently studied as instances of reactive systems
[BFFK09]. This provides the prospect of using models of reactive and hybrid
systems to replace in vivo and in vitro experiments on living organisms and cells
with in silico experiments (e.g., replacing the experiments with model checking or
model-based testing) [BFFH14,Col14]. In [AL13], test-based learning is used to
learn hybrid automata models of biological systems (cell models). In [MHR+06],
automata learning technique is integrated with requirement-driven engineering
to create and improve models of biological systems.

7 Conclusions

Learning-based testing is an active research area that has produced impressive
results despite being a relatively young discipline. Different systems in various
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critical domains have been tested successfully including controllers, communi-
cation protocols, web applications, mobile apps and smart cards. Every year
new algorithms, techniques and tools are proposed in order to learn and test
increasingly complex systems.

The prevailing concern in the domain of model-learning (in the context of
testing) is the scalability and applicability to real systems. For such applica-
tions, abstraction techniques for input and output data are needed to support
the learning process. The researchers are actively looking into automating this
process, which in many cases is still manual and requires either domain-specific
knowledge, or apriori knowledge about the system under test. Several discussed
papers either mention this as an issue, or provide some solution for it.

Another open issue surfacing in the described works is the treatment of richer
models, both in the context of learning and testing. For example, stochastic
models, or models that consider time or system dynamics. Such rich models
bring new challenges in both research domains, moreover, they underline the
scalability issues mentioned above.

Completeness (or a quantified approximation thereof) is another major con-
cern in this domain. A property of algorithms in the MAT framework is “that
a learned model is either complete and correct, or not correct at all” [VT15].
Note that in this context, correctness expresses that the learned model and the
system under learning agree on all possible inputs. In [VT15], this property has
been dropped by learning an over- and an underapproximation and preserving
ioco-conformance during learning. In other words, there are two learned models
which may not agree with the system under learning on all inputs but which are
in a conformance relation with the system. However, such an adaptation may not
be possible for all types of models. Steffen et al. [SHM11] also mention this prop-
erty, stating that it must be accepted and that incompletely learned models may
still provide benefits in certain scenarios, e.g., for test-case generation [HHNS02].

Scenarios like black-box checking [PVY99] on the other hand suffer from in-
completeness4. They can guarantee that a verified property either holds or the
number of states of the system is larger than an assumed upper bound. More
quantitative measures of correctness would be useful for this type of verification
such that, e.g., statistical guarantees could be given with a certain confidence.
Although already early work discussed such matters, there has not been much
research in this direction. In fact, Angluin considered learning without equiva-
lence queries in a stochastic setting in her seminal paper [Ang87]. Furthermore,
Rivest & Schapire also gave probabilities for learning the correct model [RS93].
Despite its practical usefulness, recent work usually does not assign probabili-
ties or confidence levels to the learning result, also in case stochastic (testing)
strategies are applied.

Testing has always been a challenge due to (1) its incompleteness by nature,
(2) the lack of good specifications and (3) by its high demand for resources. With
the growing complexity of the systems-under-tests this process is not going to be
easier. Learning-based testing offers an opportunity to master this complexity

4 The authors also briefly discuss stochastic properties of Mealy machines, though.
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with modern learning-based techniques. It represents a natural evolution of test-
ing: with the trend of our environment becoming “smarter”, e.g. smart homes,
smart cars, smart production, smart energy, our testing process needs to be
smart as well. We are seeing the advent of smart testing.
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SPK07. Muzammil Shahbaz, Benôıt Parreaux, and Francis Klay. Model inference
approach for detecting feature interactions in integrated systems. In
Lydie du Bousquet and Jean-Luc Richier, editors, Feature Interactions
in Software and Communication Systems IX, International Co nference
on Feature Interactions in Software and Communication Systems, ICFI
2007, 3-5 September 2007, Grenoble, France, pages 161–171. IOS Press,
2007.

TAB17. Martin Tappler, Bernhard K. Aichernig, and Roderick Bloem. Model-
based testing iot communication via active automata learning. In 2017
IEEE International Conference on Software Testing, Verification and
Validation, ICST 2017, Tokyo, Japan, March 13-17, 2017, pages 276–
287, 2017.

TB03. Jan Tretmans and Ed Brinksma. TorX: Automated model-based testing.
In A. Hartman and K. Dussa-Ziegler, editors, First European Conference
on Model-Driven Software Engineering, pages 31–43, December 2003.

Tre11. Jan Tretmans. Model-based testing and some steps towards test-based
modelling. In Bernardo and Issarny [BI11], pages 297–326.

UL07. Mark Utting and Bruno Legeard. Practical Model-Based Testing - A
Tools Approach. Morgan Kaufmann, 2007.

UPL12. Mark Utting, Alexander Pretschner, and Bruno Legeard. A taxonomy
of model-based testing approaches. Software Testing, Verification and
Reliability, 22(5):297–312, August 2012.

Vas73. M. P. Vasilevskii. Failure diagnosis of automata. Cybernetics, 9(4):653–
665, 1973.

VT14. Michele Volpato and Jan Tretmans. Active learning of nondeterministic
systems from an IOCO perspective. In Tiziana Margaria and Bernhard
Steffen, editors, Leveraging Applications of Formal Methods, Verification
and Validation. Technologies for Mastering Change - 6th International
Symposium, ISoLA 2014, Imperial, Corfu, Greece, October 8-11, 2014,
Proceedings, Part I, volume 8802 of Lecture Notes in Computer Science,
pages 220–235. Springer, 2014.

VT15. Michele Volpato and Jan Tretmans. Approximate active learning of non-
deterministic input output transition systems. ECEASST, 72, 2015.



29

WBDP10. Neil Walkinshaw, Kirill Bogdanov, John Derrick, and Javier Paris. In-
creasing functional coverage by inductive testing: A case study. In
Alexandre Petrenko, Adenilso Simão, and José Carlos Maldonado, ed-
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