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Abstract

This thesis focuses on two verification problems, both handling infinite-state systems. The first is
model checking of sequential infinite-state systems. We present an algorithm for model-checking
linear-time properties of pushdown and prefix-recognizable systems. We then show that model-
checking pushdown systems with regular labeling is equivalent to model-checking prefix-recognizable
systems. We extend the automata-theoretic approach to infinite-state systems to handle global
model checking for both linear-time and branching-time properties. We then use the methods de-
veloped for reasoning about infinite-state sequential systems to offer a solution to the emptiness
problem of pushdown nondeterministic parity tree automata. Using this new solution, we consider
model checking of non-regular specifications with respect to finite-state systems. We show that
model checking this type of specifications with respect to pushdown systems is undecidable. We in-
troduce the class of micro-macro stack graphs, which extends the class of prefix-recognizable graphs,
and give elementary algorithms for model-checking linear-time and branching-time specifications
with respect to micro-macro stack graphs.

The second problem is uniform verification of parameterized systems. We suggest a heuristic
that enables proving the correctness of liveness properties for a large class of parameterized systems.
We start with systems in which the connection between the processes is relatively simple and show
how to extend the method to systems in which moves of processes may depend on the state of
neighboring processes and even on all other processes. We exhibit the usefulness of our approach
by proving liveness for a few protocols for mutual exclusion.
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Chapter 1

Introduction

In formal verification we are interested in ensuring the correctness of designs. A first step is to
formally define what correctness means. This is usually done by writing properties of the design
in some formal specification language. Once a specification language has been chosen, depending
on the type of design, we try to find algorithms or heuristics for verifying that the design meets its
specification.

We usually distinguish between algorithmic verification and deductive verification. The first
is fully automatic but restricted in the types of designs that it can handle (as well as in the size
of designs). The second, requires much user guidance and interaction and is not guaranteed to
terminate. However, it is applicable to a much wider range of designs. The heavy burden on the
user of deductive verification is the reason why this method is not used more widely.

A major breakthrough has been the discovery of algorithmic methods for verifying temporal-
logic properties of finite-state systems [QS81, LP85, CES86, VW86a]. In temporal-logic model
checking, we verify the correctness of a finite-state system with respect to a desired behavior by
checking whether a labeled state-transition graph that models the system satisfies a temporal logic
formula that specifies this behavior (for a survey, see [CGP99]). Model checking has two major
advantages: it is fully automatic, and it produces, in the case of failure, a counterexample (an
erroneous execution of the system). The introduction of symbolic model checking based on BDDs
[Bry86, McM93] and bounded model checking based on satisfiability solvers [BCCT99] has enabled
model checking of very large state spaces. The increased capacity and the great ease of use of
fully algorithmic methods, led to the acceptance of temporal model checking in hardware industry
[BBDELY6, BLM01, CFF*01].

Although the algorithmic aspects of temporal model checking over finite-state systems are well
understood, many times, the sheer size of designs make current computing resources inadequate
for model checking. The problem is aggravated when the design has an infinite number of states
or when we want to consider families of designs that have an unbounded number of members. For
example, in many cases we would like our design to relate to values with unbounded precision as in
timed and hybrid systems. Designs may have unbounded memory such as a pushdown or a stack.
In the context of networks (or out-of-order execution units), each participant may be finite, but we
may wish to consider unbounded number of participants.

In this thesis we consider verification of two types of infinite-state systems. The first, systems
that use a stack as a memory device. Thus, the amount of memory used by the design is unbounded,
producing an infinite number of states. We develop algorithms for reasoning about temporal prop-



erties of this type of systems. The second, parameterized systems, where we would like to ensure
that, for every number of copies of the system, the design still performs correctly. As reasoning
about parameterized system is generally undecidable, we develop a heuristic that enables proving
the correctness of liveness properties for a large class of parameterized systems. We have restricted
the scope of this thesis to these two subjects. The results in [KPP03, KPV04], which relate to fair
simulation relations, are not included here.

1.1 Systems with Pushdown / Stack Component

In recent years, an active thrust of research is the application of model checking to infinite-state
sequential rewrite systems. These are systems in which a state carries a finite, but unbounded,
amount of information, e.g., a pushdown store. The configurations of the systems are described
by words over some finite alphabet and the transitions by rewrite rules. The origin of this thrust
is the important result by Miller and Schupp that the monadic second-order theory of context-
free graphs is decidable [MS85]. Researchers then sought decidability results that relate to larger
classes of systems and to simpler logics. This started with Burkart and Steffen, who developed
an exponential-time algorithm for model-checking formulas in the alternation-free p-calculus with
respect to context-free graphs [BS92]. Researchers then went on to extend this result to the -
calculus, on one hand, and to more general graphs on the other hand, such as pushdown graphs
[BS95, Wal96], regular graphs [BQY6], and prefiz-recognizable graphs [Cau96]. One of the most
powerful results so far is an exponential-time algorithm by Burkart for model-checking formulas
of the p-calculus with respect to prefix-recognizable graphs [Bur97b]. See also [BS95, Cau96,
BE96, Bur97a, FWW97, BS99, BCMS00]. Some of this theory has also been reduced to practice.
Pushdown model checkers such as Mops [CW02], Moped [ES01, Sch02], and Bebop [BR00] (to name
a few) have been developed. Successful applications of these model checkers to the verification of
software are reported, for example, in [BR01, CW02].

In [KV00a], Kupferman and Vardi develop an automata-theoretic framework for reasoning about
infinite-state sequential systems. The automata-theoretic approach to verification uses the theory
of automata as a unifying paradigm for program specification, verification, and synthesis [WVS83,
EJ91, Kur94, VW94, KVWO00]. Automata enable the separation of the logical and the algorithmic
aspects of reasoning about systems, yielding clean and asymptotically optimal algorithms.

The automata-theoretic framework for reasoning about finite-state systems has proven to be
very versatile. Automata are the key to techniques such as on-the-fly verification [GPVW95], and
they are useful also for modular verification [KV98], partial-order verification [GW94, WW96],
verification of real-time and hybrid systems [HKV96, DW99], verification of open systems [AHK97,
KV99], and verification of pushdown and prefix-recognizable graphs [KV00a]. Many decision
and synthesis problems have automata-based solutions and no other solution for them is known
[EJ88, PR89, KVOOb]. Automata-based methods have been implemented in industrial automated-
verification tools (c.f., COSPAN [HHK96] and SPIN [Hol97, VB00]).

The automata-theoretic framework for reasoning about infinite-state sequential systems is based
on the observation that states of such systems can be viewed as nodes in an infinite tree, and
transitions between states can be simulated by finite-state automata. Checking that the system
satisfies a branching temporal property can then be done by an alternating two-way automaton. The
two-way alternating automaton starts checking the input tree from the root. It then spawns several
copies of itself that may go in different directions in the tree. Each new copy can spawn other new
copies and so on. The automaton accepts the input tree if all spawned copies agree on acceptance.



Thus, copies of the alternating automaton navigate through the tree and check the branching
temporal property. The method in [KV00a] handles prefix-recognizable systems, and properties
specified in the p-calculus. The method appears to be, like the automata-theoretic framework for
finite-state systems, very versatile, and it has further applications: the p-calculus model-checking
algorithm can be easily extended to graphs with regular labeling (that is, graphs in which each
atomic proposition p has a regular expression describing the set of states in which p holds) and
reqular fairness constraints, to p-calculus with backward modalities, and to checking realizability
of p-calculus formulas with respect to infinite-state sequential environments. All the above are
achieved using a reduction to the emptiness problem for alternating two-way tree automata where
the location of the alternating automaton on the infinite tree indicates the contents of the pushdown
store.

1.1.1 Model-Checking Linear-Time Properties

Our first contribution, presented in Chapter 2, is an extension of the the automata-theoretic
framework developed by Kupferman and Vardi to handle also specifications in linear temporal
logic. Model-checking linear-time specifications with respect to pushdown graphs was considered
in [BEM97] and improved in [EHRS00, EKS01]. The model-checking algorithm is exponential in
the formula, but is only polynomial in the system [BEM97].

We note that the p-calculus is sufficiently strong to express all properties expressible in the
linear temporal logic LTL (and in fact, all properties expressible by an w-regular language) [Dam94].
Thus, by translating LTL formulas into p-calculus formulas we can use the solution in [KV00a] for
p-calculus model checking in order to solve LTL model checking. This solution, however, is not
optimal. This has to do both with the fact that the translation of LTL to u-calculus is exponential,
as well as the fact that the solution for u-calculus model checking is based on tree automata. A tree
automaton splits into several copies when it runs on a tree. While splitting is essential for reasoning
about branching properties, it has a computational price. For linear properties, it is sufficient to
follow a single computation of the system, and tree automata seem too strong for this task. For
example, the application of the framework developed in [KV00a] to pushdown systems and LTL
properties results in an algorithm that is doubly-exponential in the formula and exponential in the
system, which is not optimal [BEM97].

In order to handle model checking of linear-time properties, we introduce path automata on
trees. The input to a path automaton is a tree, but the automaton cannot split to copies and it can
read only a single path of the tree. In particular, two-way nondeterministic path automata enable
exactly the type of navigation that is required in order to check linear properties of infinite-state
sequential systems. We study the expressive power and the complexity of the decision problems
for (two way) path automata. The fact that path automata follow a single path in the tree makes
them very similar to two-way nondeterministic automata on infinite words. This enables us to
reduce the membership problem (whether an automaton accepts the tree obtained by unwinding a
given finite labeled graph) of two-way nondeterministic path automata to the emptiness problem
of one-way alternating Biichi automata on infinite words, which was studied in [VW86b]. This
leads to a quadratic upper bound for the membership problem for two-way nondeterministic path
automata.

Using path automata we are able to solve the problem of LTL model checking with respect
to pushdown and prefix-recognizable systems by a reduction to the membership problem of two-
way nondeterministic path automata. Our automata-theoretic technique matches the known upper



bound for model-checking LTL properties on pushdown systems [BEM97, EHRS00]. In addition,
the automata-theoretic approach provides the first solution for the case where the system is prefix-
recognizable.

Usually, the labeling of the state depends on the internal state of the system and the top of
the store. Our framework also handles regular labeling, where the label depends on whether the
word on the store is a member in some regular language. The complexity is exponential in the
nondeterministic automata that describe the labeling, matching the known bound for pushdown
systems and linear-time specifications [EKS01]. The automata-theoretic techniques for handling
regular labeling and for handling the regular transitions of a prefix-recognizable system are very
similar. This leads us to the understanding that regular labeling and prefix-recognizability have
exactly the same power.

1.1.2 Global Model Checking

We usually distinguish between local and global model checking. In the first setting we are given
a specific state of the system and determine whether it satisfies a given property. In the second
setting we compute (a finite representation of) the set of states that satisfy a given property. For
many years global model-checking algorithms were the standard; in particular, CTL model checkers
[CES86], and symbolic model checkers [BCM*92] perform global model checking. While local model
checking holds the promise of reduced computational complexity [SW91] and is more natural for
explicit LTL model checking [CVWY92], global model checking is especially important in cases
where model checking is only part of the verification process. For example, in [CKV01, CKKVO01],
global model checking is used to supply coverage information, which informs us what parts of the
design under verification are relevant to the specified properties. In [Sha00, LBBOO01], an infinite-
state system is abstracted into a finite-state system. Global model checking is performed over the
finite-state system and the result is then used to compute invariants for the infinite-state system.
In [PRZ01], results of global model checking over small instances of a parameterized system are
generalized to invariants for every value of the system’s parameter.

Traditionally, automata-theoretic techniques provide algorithms only for local model checking
[CVWY92]. In particular, the framework of [KV00a] and its extension mentioned above solve only
local model checking. As model checking in the automata-theoretic approach is reduced to the
emptiness of an automaton, it seems that this limitation to local model checking is inherent to the
approach. For finite-state systems we can reduce global model checking to local model-checking
by iterating over all the states of the system, which is essentially what happens in symbolic model
checking of LTL [BCM92]. For infinite-state systems, however, such a reduction cannot be applied.

Our second contribution, presented in Chapter 3, is to remove this limitation of automata-
theoretic techniques. We show that the automata-theoretic approach to infinite-state sequential
systems generalizes nicely to global model checking. Thus, all the advantages of using automata-
theoretic methods, e.g., the ability to handle regular labeling and regular fairness constraints, the
ability to handle y-calculus with backward modalities, and the ability to check realizability [KV00a,
ATMO03], apply also to the more general problem of global model checking. Our result matches the
upper bounds for global model checking established in [BEM97, EHRS00, EKS01, KPV(2a, Cac02].
Our contribution is in showing how this can be done uniformly in an automata-theoretic framework
rather than via an eclectic collection of techniques.



1.1.3 Pushdown Specifications

We then proceed to consider infinite-state specifications. Almost all existing work on model checking
considers specification formalisms that define regular sets of words, trees, or graphs: formulas of
LTL, p-calculus, and even monadic second-order logic can all be translated to automata [Biic62,
Rab69, EJ91], and in fact many model-checking algorithms (for both finite-state and infinite-state
systems) first translate the given specification into an automaton and reason about the structure of
this automaton (cf., [VW86a, BEM97, KV00a]). Sometimes, however, the desired behavior is non-
regular and cannot be specified by a finite-state automaton. Consider for example the property “p
is inevitable”, for a proposition p. That is, in every computation of the system, p eventually holds.
Clearly, this property is regular and is expressible as V0p in both CTL [CES86] and LTL [Pnu77].
On the other hand, the property “p is uniformly inevitable”, namely, there is some time ¢ such that
in every computation of the system, p holds at time %, is not expressible by a finite automaton on
infinite trees [Eme87], and hence, it is non-regular. More examples to useful non-regular properties
are given in [SCFG84|, where the specification of unbounded message buffers is considered.

The need to specify non-regular behaviors led Bouajjani et al. [BER94, BEH95] to consider
logics that are a combination of CTL and LTL with Presburger Arithmetic. The logics, called
PCTL and PLTL, use variables that range over natural numbers. The variables are bound to the
occurrences of state formulas and comparison between such variables is allowed. The non-regular
property discussed above can be specified in PCTL and PLTL. For example, we can specify uniform
inevitability in PCTL as 3i . V[z : true](z = i — p), where the 3 quantifier quantifies over natural
numbers, the V quantifier quantifies over computations of the system, and the combinator [z : true]
binds the variable z to count the number of occurrences of the state formula true. Bouajjani et
al. consider the model-checking problem for the logics PCTL and PLTL over finite-state (regular)
systems and over infinite-state (non-regular) systems. The logics turned out to be too strong: the
model checking of both PCTL and PLTL over finite-state systems is undecidable. They proceed
to restrict the logics to fragments for which model checking over finite-state systems and context-
free systems is decidable. The property “p is uniformly inevitable” is expressible in the restricted
(decidable) fragments of PCTL and PLTL.

Uniform inevitability is clearly expressible by a nondeterministic pushdown tree automaton.
Pushdown tree automata are finite-state automata augmented by a pushdown store. Like a nonde-
terministic finite-state tree automaton, a nondeterministic pushdown tree automaton starts reading
a tree from the root. At each node of the tree, the pushdown automaton consults the transition
relation and splits into independent copies of itself to each of the node’s successors. Each copy has
an independent pushdown store that diverges from the pushdown store of the parent. We then
check what happens along every branch of the run tree and determine acceptance. In order to
express uniform inevitability, the automaton guesses the time 4, pushes ¢ elements into the push-
down store, and, along every computation, pops one element with every move of the system. When
the pushdown store becomes empty, the automaton requires p to hold. In [PI95], Peng and Iyer
study more properties that are non-regular and propose to use nondeterministic pushdown tree
automata as a strong specification formalism. The model studied by [PI95] is empty store: a run
of the automaton is accepting if the automaton’s pushdown store gets empty infinitely often along
every branch in the run tree.

Recently, Alur et al. introduced the logic CARET [AEMO04]. CARET is a linear temporal
logic that can specify non-regular properties. Model-checking CARET with respect to pushdown
systems is decidable in exponential time [AEM04]. We note that CARET is less expressive than



pushdown automata. The study of CARET inspired Alur et al. to introduce wvisibly pushdown
languages, which are a subset of the context-free languages, for which model checking with respect
to pushdown systems is decidable [AMO04].

In Chapter 4 we study the model-checking problem for specifications given by nondeterministic
pushdown tree automata. We consider both finite-state (regular) and infinite-state (non-regular)
systems. We show that, for finite-state systems, the model-checking problem is solvable in time
exponential in both the system and the specification, even for nondeterministic pushdown parity
tree automata — a model that is stronger than the one studied in [PI95, AEM04]. On the other
hand, the model-checking problem for context-free systems is undecidable — already for a weak type
of pushdown tree automata.

1.1.4 Beyond Prefix-Recognizable

It is well known that the class of prefix-recognizable graphs strictly contains the class of pushdown
graphs [Cau96]. More powerful notion of rewrite rules yield even larger classes of graphs. In
rational graphs the transition relation is described by a two-headed finite automaton. We allow
transitions between two configurations (words) that are accepted by the two-headed automaton.
In synchronized rational graphs we require in addition that the two-headed automaton move on
the two words synchronously. The class of synchronized rational graphs strictly contains the class
of prefix-recognizable graphs and in turn is strictly contained in the class of rational graphs. Only
the first-order theory of synchronized rational graphs is, however, decidable (cf. [Biic60, ThoO1]).
It is undecidable even to determine if some vertex is reachable from another vertex (cf. [Tho01]).
For rational graphs even first-order theory is undecidable [Mor00]. There are also larger classes of
systems for which monadic second-order theory is decidable. Walukiewicz [CW98, Wal02] shows
that decidability of monadic second-order theory is preserved under unfolding. Caucal then shows
that by iterating unfolding and prefix-rewriting we get larger classes of systems while preserving
the decidability of monadic second-order theory [Cau02]. These results, however, handle only
the monadic second-order theory and do not include simpler logics for which decidability may be
elementary.

In Chapter 5, we introduce the class of micro-macro stack graphs, which strictly contains the
class of prefix-recognizable graphs and for which model-checking u-calculus formulas is decidable
in elementary time. Every graph in our class has a simple finite representation in terms of nat-
ural rewrite rules. The extension from prefix-recognizable graphs to micro-macro stack graphs is
analogous to the extension from pushdown graphs to prefix-recognizable graphs.

Micro-macro stack graphs are the configuration graphs of stack automata [GGH67b, GGH67a,
HU79]. Like pushdown automata, stack automata have a finite but unbounded store, they can
change only the top of the store by either removing the letter on top of the store or by adding a
finite sequence of letters on top of the store. Unlike pushdown automata, stack automata can read
the entire contents of their store. A stack automaton can navigate on its store, checking its entire
contents. It can change the contents of the store only when it visits the top of the store.

In our framework, states of the stack automaton are partitioned into micro and macro states.
We refer to such stack automata as micro-macro stack automata. The nodes of a micro-macro
stack graph correspond to configurations of a micro-macro stack automaton whose state is a macro
state. Edges of the graph correspond to the change performed via a sequence of micro states.

We show that the class of micro-macro stack graphs strictly contains the class of prefix-



recognizable graphs. We give two examples of micro-macro stack graphs that are not prefix-
recognizable. We extend the automata-theoretic approach to model-checking infinite-state systems
to handle micro-macro stack graphs. We give an elementary time algorithms for both u-calculus
and LTL model checking.

Pushdown automata can be seen as the first level in an infinite hierarchy of high-order pushdown
automata. A high-order pushdown automaton of level 7 4+ 1, has a pushdown store in which every
element is an ¢-order pushdown store. The automaton can do ¢-order actions on the top i-order
element in its store. It can also do an i + 1-order pop and remove the top i-order element, or an
1 + 1-order push in which it copies the top i-order element and puts a fresh copy of this ¢-order
element as the new top of store. Knapik et al. show that the monadic second-order theory of high-
order pushdown graphs, the configuration graphs of high-order pushdown automata, is decidable
[KNUO03]. The class of micro-macro stack graphs is contained in the class of high-order pushdown
graphs. A second-order pushdown automaton mimics a stack automaton in the following way. It
goes into the stack by doing a second-order push (i.e., putting a fresh copy of the top first-order
element on the store) and a first-order pop (i.e., removing the top letter of the first-order pushdown
store). It moves towards the top of the stack by doing a second-order pop. It follows that the
monadic second-order theory of micro-macro stack graphs is decidable. In parallel to the work
presented here, Cachat solved the problem of u-calculus model checking over high-order pushdown
graphs [Cac03]. His solution for high-order pushdown graphs of level 2 (which include micro-macro
stack graphs) has the same complexity as our own. His algorithm extends also to higher levels of
high-order pushdown graphs. Carayol and Wohrle later showed that the hierarchy of high-order
pushdown automata is exactly equivalent to the hierarchy created by iterating the unfolding and
prefix-rewriting of Walukiewicz and Caucal [CW03].

1.2 Parameterized Systems

The problem of uniform verification of parameterized systems is a very challenging problem in ver-
ification today. Given a parameterized system S(N): P[1] || --- || P[N] and a property p, uniform
verification attempts to verify S(N) = p for every N > 1. Model checking is an excellent tool for
debugging parameterized systems because, if the system fails to satisfy p, this failure can be ob-
served for a specific (and usually small) value of N. However, once all the observable bugs have
been removed, the question remains whether the system is correct for all N > 1.

The problem of uniform verification of parameterized systems is, in general, undecidable [AK86).
There are two possible remedies to this situation: either we should look for restricted families of
parameterized systems for which the problem becomes decidable, or devise methods that are sound
but, necessarily, incomplete, and hope that the system of interest yields to one of these methods.

There are many representatives for both approaches. Among the representatives of the first ap-
proach we can count the work of German and Sistla [GS92] that assumes a parameterized system
where processes communicate synchronously, and shows how to verify single-index properties (i.e.,
properties that relate to a single process of the parameterized system). Similarly, Emerson and
Namjoshi provide a decision procedure for proving a restricted set of properties on ring algorithms
[EN95], and prove that verification of synchronously communicating processes is PSPACE-complete
[EN96]. Many of these methods fail when we move to asynchronous systems where processes com-
municate by shared variables. Perhaps the most advanced of this approach is the paper [EK00] that
considers a general parameterized system allowing several different classes of processes. However,
this work provides separate algorithms for the cases that the guards are either all disjunctive or



all conjunctive. A protocol such as the cache example considered in [PRZ01] that contains some
disjunctive and some conjunctive guards cannot be handled by the methods of [EK00].

The sound but incomplete methods include methods based on explicit induction [EN95] net-
work invariants, which can be viewed as implicit induction [KM95, WL89, HLR92, LHR97], meth-
ods that can be viewed as abstraction and approximation of network invariants [BCG86, SG89,
CGJ95, KP00], and other methods that can be viewed as based on abstraction [ID96]. In [CR99a,
CR99b, CRO0], the authors use structural induction based on the notion of a network invariant but
significantly enhance its range of applicability by using a generalization of the data-independence
approach that provides a powerful abstraction capability, allowing it to handle network with pa-
rameterized topologies. Most of these methods require the user to provide auxiliary constructs,
such as a network invariant or an abstraction mapping. Other attempts to verify parameterized
protocols such as Burn’s protocol [JL98] and Szymanski’s algorithm [GZ98, MAB™94] relied on
abstraction functions or lemmas provided by the user. The work in [LS97] deals with the verifica-
tion of safety properties of parameterized networks by abstracting the behavior of the system. The
theorem prover PVS [SOR93] is used to discharge the generated verification conditions.

Among the automatic incomplete approaches, we should mention the methods relying on “reg-
ular model checking” [KMM*97, ABJN99, JN00, PS00], where linear configurations of processes
(e.g., networks of linear or cyclic topology) are represented as a word in a regular language. This
was extended to a word in a nonregular language [FP01] and to more complex structures such as
trees [AJMd02, BT02]. Unfortunately, many of the systems analyzed by this method cause the
analysis procedure to diverge and special acceleration procedures have to be applied that, again,
requires user ingenuity and intervention.

The works in [ES96, ES97, CEFJ96, GS97] study symmetry reduction in order to deal with
state explosion. The work in [ID96] detects symmetries by inspection of the system description.

1.2.1 Invisible Assertions

One method, which can always be applied to verify parameterized systems, is based on deductive
verification [MP95]. For example, in order to verify that a parameterized system satisfies the
invariance property [p, we may use rule INV of [MP95]: in order to prove that assertion r is
an invariant of the program P, the rule requires coming up with an auxiliary assertion ¢ that is
inductive (i.e., is implied by the initial condition and is preserved under every computation step)
and that strengthens (implies) 7. In rare cases, the property r is already inductive. In all other
cases, the deductive verifier has to perform the following tasks:

T1. Divine (invent) the auxiliary assertion ¢.
T2. Establish the inductiveness of ¢ and that ¢ implies r.

Performing interactive first-order verification of implications such as the premises above for a non-
trivial system is never an easy task. Neither is it a one-time task, since the process of developing
the auxiliary invariants requires iterative verification trials, where failed efforts lead to correction
of the previous candidate assertion into a new candidate.

The papers [PRZ01, APR*01] introduce the method of invisible invariants. The method offers
a procedure for the automatic generation of the auxiliary assertion ¢ for parameterized systems,
as well as an efficient algorithm for checking the validity of the premises of INV.

The generation of invisible auxiliary constructs is based on the following idea: it is often the case
that an auxiliary assertion ¢ for a parameterized system S(NN) has the form Vi : [1..N].¢(¢) or, more



generally, Vi # j.q(i, 7). We construct an instance of the parameterized system taking a fixed value
Ny for the parameter N. For the finite-state instantiation S(Ny), we compute, using BDDs, some
assertion 1) that we wish to generalize to an assertion in the required form. Let r; be the projection
of ¢ on process P[1], obtained by discarding references to variables that are local to all processes
other than P[1]. We take ¢(¢) to be the generalization of r; obtained by replacing each reference to
a local variable P[1].z by a reference to P[i].z. The obtained g(i) is our candidate for the body of
the inductive assertion ¢ : Vi.g(i). We refer to this generalization procedure as project&generalize.
For example, when computing invisible invariants, 1) is the set of reachable states of S(Ny). The
procedure can be easily generalized to generate assertions of the type Viy, ... ,ik.p(;).

Having obtained a candidate for the assertion ¢, we still have to check the validity of the
premises of the proof rule we wish to employ. Under the assumption that our assertional language
is restricted to the predicates of equality and inequality between bounded-range integer variables
(which is adequate for many of the parameterized systems we considered), [PRZ01] proves a small
model theorem, according to which, for a certain type of assertions, there exists a (small) bound Ny
such that such an assertion is valid for every N iff it is valid for all N < Ny. This enables using BDD-
techniques to check the validity of such an assertion. The cases covered by the theorem are those
whose premises can be written in the form Vfﬂf.w(f, ;), where 1/1(;, ;) is a quantifier-free assertion
that may refer only to the global variables and the local variables of P[i] and P[j] (V3-assertions

for short).

Being able to validate the premises on S[Np| has the additional important advantage that
the user never sees the automatically generated auxiliary assertion ¢. This assertion is produced
as part of the procedure and is immediately consumed in order to validate the premises of the
rule. Being generated by symbolic BDD-techniques, the representation of the auxiliary assertions
is often extremely unreadable and non-intuitive, and it usually does not contribute to a better
understanding of the program or its proof. Because the user never gets to see it, this method was
named the “method of invisible invariants.”

As shown in [PRZ01, APR*01], embedding a Vi.¢(7) candidate inductive invariant in INV results
in premises that fall under the small-model theorem. In Chapter 6, we extend the method of
invisible invariants to apply to proofs of the second most important class of properties — the class
of response properties. Response properties are liveness properties that can be specified by the
temporal formula (¢ — <> r) and guarantees that every g-state is eventually followed by an r-
state. To handle response properties, we consider a certain variant of rule WELL [MP91], which
establishes the validity of response properties under the assumption of justice (weak fairness). As
is well known to users of this and similar rules, such a proof requires the generation of two kinds
of auxiliary constructs: helpful assertions h;, which characterize, for transition 7;, the states from
which the transition is helpful in promoting progress towards the goal (r), and ranking functions,
which measure progress towards the goal.

In order to apply projectédgeneralize to the automatic generation of the ranking functions, we
propose a variant of rule WELL. In this variant rule, called DISTRANK, we associate, with each
potentially helpful transition 7;, an individual ranking function §; : ¥ + [0..c], mapping states to
integers in a small range [0..c] for some fixed small constant c¢. The global ranking function can
be obtained by forming the multi-set {d;}. In most of the examples we consider, it suffices to
take ¢ = 1, which allows us to view each d; as an assertion, and generate it automatically using
projectégeneralize.



If, when applying rule DISTRANK, the auxiliary constructs h; and ¢; have no quantifiers, all
the resulting premises are V3-premises and the small-model theorem can be used. One of the
constructs required to be quantifier free are the helpful assertions, which characterize the set of
states from which a given transition is helpful. Many simple protocols have helpful assertions
that are quantifier-free (or, with the addition of some auxiliary variables, can be transformed into
protocols that have quantifier-free helpful assertions). Some protocols, however, cannot be proven
with such restricted assertions. To deal with such protocols, we extend the method of invisible
ranking to handle expressions such as ¢ &= 1 to appear both in the transition relation as well as
the auxiliary constructs, and helpful assertions (and ranking functions) belonging to transitions of
process i to be of the form h(i) = Vj.H (i, j), where H(i,j) is a quantifier-free assertion.

1.3 Structure of the Thesis

The thesis is organized in the form of an edited collection of the extended versions of six published
articles. The first four chapters are associated with systems with pushdown store and the last
chapter is associated with parameterized systems.

Chapter 2 is based on [KV00a] and [KPV02a]. As described there, [KPV02a] extends the
automata-theoretic approach to infinite-state model checking introduced in [KV00a], and the two
papers are now combined in [KPV04]. This chapter discusses the extension of the automata-
theoretic framework for infinite-state systems to linear-time specifications. It also includes the
proof to the fact that pushdown systems with regular labeling have the same power as prefix-
recognizable systems.

Chapter 3 is an extended version of the paper [PV04]. It includes the extension of the automata-
theoretic framework for infinite-state systems to handle global model checking. We handle global
model checking for both branching-time and linear-time specifications.

Chapter 4 is an extended version of the paper [KPV02b]. We show that model-checking push-
down specifications is decidable over finite-state systems and undecidable over pushdown systems.

Chapter 5 is an extended version of the paper [PV03]. We present the class of micro-macro
stack graphs, and give an automata-theoretic solution to the model-checking problem for both
branching-time and linear-time specifications.

Chapter 6 is an extended version of the papers [FPPZ04a, FPPZ04b]. This version was sub-
mitted to the journal Software Tools for Technology Transfer. We introduce the heuristic to prove
liveness properties of parameterized systems using invisible constructs.
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Chapter 2

An Automata-Theoretic Approach to
Infinite-State Systems

We develop an automata-theoretic framework for reasoning about infinite-state sequential systems.
Our framework is based on the observation that states of such systems, which carry a finite but
unbounded amount of information, can be viewed as nodes in an infinite tree, and transitions
between states can be simulated by finite-state automata. Checking that the system satisfies a
temporal property can then be done by an alternating two-way tree automaton that navigates
through the tree. We show how this framework can be used to solve the model-checking problem
for u-calculus and LTL specifications with respect to pushdown and prefix-recognizable systems.

We show that we cannot reduce LTL model-checking to p-calculus model-checking. In order
to handle model-checking of linear-time specifications we introduce path automata on trees. The
input to a path automaton is a tree, but the automaton cannot split to copies and it can read only
a single path of the tree. We study the expressive power of path automata and some of the decision
problems related to them.

Our framework also handles systems with regular labeling, and in fact we show that model-
checking with respect to pushdown systems with regular labeling is intereducible with model-
checking with respect to prefix-recognizable systems with simple labeling.

As has been the case with finite-state systems, the automata-theoretic framework is quite versa-
tile. We demonstrate it by solving the realizability and synthesis problems for u-calculus specifica-
tions with respect to prefix-recognizable environments, and explaining how to extend our framework
to handle systems with regular fairness constraints and p-calculus with backward modalities.

2.1 Introduction

One of the most significant developments in the area of formal design verification is the discovery of
algorithmic methods for verifying temporal-logic properties of finite-state systems [CES86, LP85,
QS81, VW86a]. In temporal-logic model checking, we verify the correctness of a finite-state system
with respect to a desired behavior by checking whether a labeled state-transition graph that models
the system satisfies a temporal logic formula that specifies this behavior (for a survey, see [CGP99]).
Symbolic methods that enable model checking of very large state spaces, and the great ease of use
of fully algorithmic methods, led to industrial acceptance of temporal model checking [BLMO1,
CFF*01].
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An important research topic over the past decade has been the application of model checking
to infinite-state systems. Notable success in this area has been the application of model checking
to real-time and hybrid systems (cf. [HHWT95, LPY97]). Another active thrust of research is the
application of model checking to infinite-state sequential systems. These are systems in which a
state carries a finite, but unbounded, amount of information, e.g., a pushdown store. The origin
of this thrust is the important result by Miiller and Schupp that the monadic second-order theory
of context-free graphs is decidable [MS85]. As the complexity involved in that decidability result is
nonelementary, researchers sought decidability results of elementary complexity. This started with
Burkart and Steffen, who developed an exponential-time algorithm for model-checking formulas in
the alternation-free p-calculus with respect to context-free graphs [BS92]. Researchers then went
on to extend this result to the p-calculus, on one hand, and to more general graphs on the other
hand, such as pushdown graphs [BS95, Wal96|, regular graphs [BQ96], and prefiz-recognizable graphs
[Cau96]. The most powerful results so far are algorithms for model-checking formulas of u-calculus
with respect to prefix-recognizable graphs in exponential-time [Bur97b] and with respect to high
order pushdown graphs in nonelementary time [KNUO03, Cac03]. See also [BS95, Cau96, BE96,
BEM97, Bur97a, FWW97, BS99, BCMS00, CW03]. Some of this theory has also been reduced to
practice. Pushdown model-checkers such as Mops [CW02], Moped [ES01, Sch02], and Bebop [BR0OO]
(to name a few) have been developed. Of the mentioned three, the industrial application, Bebop,
enables only model checking of safety properties. Successful applications of these model-checkers
to the verification of software are reported, for example, in [BR01, CW02].

In this paper, we develop an automata-theoretic framework for reasoning about infinite-state
sequential systems. The automata-theoretic approach uses the theory of automata as a unify-
ing paradigm for system specification, verification, and synthesis [WVS83, EJ91, Kur94, VW94,
KVWO00]. Automata enable the separation of the logical and the algorithmic aspects of reason-
ing about systems, yielding clean and asymptotically optimal algorithms. Automata are the key
to techniques such as on-the-fly verification [GPVW95], and they are useful also for modular
verification [KV98], partial-order verification [GW94, WW96], verification of real-time and hy-
brid systems [HKV96, DW99], and verification of open systems [AHK97, KV99]. Many decision
and synthesis problems have automata-based solutions and no other solution for them is known
[EJ88, PR89, KV0OOb]. Automata-based methods have been implemented in industrial automated-
verification tools (c.f., COSPAN [HHK96] and SPIN [Hol97, VB00]).

The automata-theoretic approach, however, has long been thought to be inapplicable for ef-
fective reasoning about infinite-state systems. The reason, essentially, lies in the fact that the
automata-theoretic techniques involve constructions in which the state space of the system directly
influences the state space of the automaton (e.g., when we take the product of a specification au-
tomaton with the graph that models the system). On the other hand, the automata we know to
handle have finitely many states. The key insight, which enables us to overcome this difficulty, and
which is implicit in all previous decidability results in the area of infinite-state sequential systems,
is that in spite of the somewhat misleading terminology (e.g., “context-free graphs” and “pushdown
graphs”), the classes of infinite-state graphs for which decidability is known can be described by
finite-state automata. This is explained by the fact the the states of the graphs that model these
systems can be viewed as nodes in an infinite tree and transitions between states can be expressed
by finite-state automata. As a result, automata-theoretic techniques can be used to reason about
such systems. In particular, we show that various problems related to the analysis of such systems
can be reduced to the membership and emptiness problems for alternating two-way tree automata,
which was shown to be decidable in exponential time [Var98].
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We first show how the automata-theoretic framework can be used to solve the u-calculus model-
checking problem with respect to pushdown and prefix-recognizable systems. As explained, the
solution is based on the observation that states of such systems correspond to a location in an
infinite tree. Transitions of the system, can be simulated by a finite state automaton that reads the
infinite tree. Thus, the model-checking problem of u-calculus over pushdown and prefix-recognizable
graphs is reduced to the membership problem of 2-way alternating parity tree automata, namely,
the question whether an automaton accepts the tree obtained by unwinding a given finite labeled
graph. The complexity of our algorithm matches the complexity of previous algorithms.

The p-calculus is sufficiently strong to express all properties expressible in the linear temporal
logic LTL (and in fact, all properties expressible by an w-regular language) [Dam94]. Thus, by
translating LTL formulas into p-calculus formulas we can use our solution for p-calculus model
checking in order to solve LTL model checking. This solution, however, is not optimal. This has
to do both with the fact that the translation of LTL to p-calculus is exponential, as well as the
fact that our solution for p-calculus model checking is based on tree automata. A tree automaton
splits into several copies when it runs on a tree. While splitting is essential for reasoning about
branching properties, it has a computational price. For linear properties, it is sufficient to follow a
single computation of the system, and tree automata seem too strong for this task. For example,
while the application of the framework developed above to pushdown systems and LTL properties
results in an algorithm that is doubly-exponential in the formula and exponential in the system,
the problem is known to be EXPTIME-complete in the formula and polynomial in the system
[BEM97].

In order to handle model checking of linear-time properties, we introduce path automata on
trees. The input to a path automaton is a tree, but the automaton cannot split to copies and it can
read only a single path of the tree. In particular, two-way nondeterministic path automata enable
exactly the type of navigation that is required in order to check linear properties of infinite-state
sequential systems. We study the expressive power and the complexity of the decision problems
for (two way) path automata. The fact that path automata follow a single path in the tree makes
them very similar to two-way nondeterministic automata on infinite words. This enables us to
reduce the membership problem (whether an automaton accepts the tree obtained by unwinding a
given finite labeled graph) of two-way nondeterministic path automata to the emptiness problem
of one-way alternating Biichi automata on infinite words, which was studied in [VW86b]. This
leads to a quadratic upper bound for the membership problem for two-way nondeterministic path
automata.

Using path automata we are able to solve the problem of LTL model checking with respect to
pushdown and prefix-recognizable systems by a reduction to the membership problem of two-way
nondeterministic path automata. Usually, automata-theoretic solutions to model checking use the
emptiness problem, namely whether an automaton accepts some tree. We note that for (linear-time)
model checking of sequential infinite-state system both simplifications, to the membership problem
vs. the emptiness problem, and to path automata vs. tree automata are crucial: as we prove
the emptiness problem for two-way nondeterministic Blichi path automata is EXPTIME-complete,
and the membership problem for two-way alternating Biichi tree automata is also EXPTIME-
complete'. Our automata-theoretic technique matches the known upper bound for model-checking
LTL properties on pushdown systems [BEM97, EHRS00]. In addition, the automata-theoretic

In contract, the membership problem for one-way alternating Biichi tree automata can be reduced to the emptiness
problem of the 1-letter alternating word automaton obtained by taking the product of the labeled graph that models
the tree with the one-way alternating tree automaton [KVWO00]. This technique cannot be applied to two-way
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approach provides the first solution for the case where the system is prefix-recognizable. Specifically,
we show that we can solve the model-checking problem of an LTL formula ¢ with respect to a prefix-
recognizable system R of size n in time and space 20" *+1¢) We also prove a matching EXPTIME
lower bound.

Usually, the labeling of the state depends on the internal state of the system and the top of
the store. Our framework also handles regular labeling, where the label depends on whether the
word on the store is a member in some regular language. The complexity is exponential in the
nondeterministic automata that describe the labeling, matching the known bound for pushdown
systems and linear-time specifications [EKS01]. The automata-theoretic techniques for handling
regular labeling and for handling the regular transitions of a prefix-recognizable system are very
similar. This leads us to the understanding that regular labeling and prefix-recognizability have
exactly the same power. Formally, we prove that model checking (for either p-calculus or LTL)
with respect to a prefix-recognizable system can be reduced to model checking with respect to a
pushdown system with regular labeling, and vice versa. For linear-time properties, it is known
that model checking of a pushdown system with regular labeling is EXPTIME-complete [EKS01].
Hence, our reductions suggest an alternative proof of the exponential upper and lower bounds for
the problem of LTL model checking of prefix-recognizable systems.

While most of the complexity results established for model checking of infinite-state sequential
systems using our framework are not new, it appears to be, like the automata-theoretic framework
for finite-state systems, very versatile, and it has further potential applications. We proceed by
showing how to solve the realizability and synthesis problem of y-calculus formulas with respect to
infinite-state sequential environments. This was later extended to LTL formulas in [ATMO03]. We
then discuss how to extend the algorithms to handle graphs with regular fairness constraints, and to
p-calculus with backward modalities. In both these problems all we demonstrate is a (fairly simple)
extension of the basic algorithm; the (exponentially) hard work is then done by the membership-
checking algorithm. The automata-theoretic framework for reasoning about infinite-state sequential
systems was also extended to global model checking [PV04] and to classes of systems that are more
expressive than prefix-recognizable [Cac03, PV03]. It can be easily extended to handle also CARET
specifications [AEMO04].

Extended abstracts of the work presented in this paper appeared in [KV00a, KPV02].

2.2 Preliminaries

Given a finite set X, a word over ¥ is a finite or infinite sequence of symbols from 3. We denote by
>* the set of finite sequences over ¥ and by %“ the set of infinite sequences over Y. Given a word
w = ggo102-++ € N* U XY, we denote by wx; the suffix of w starting at oy, i.e., w>; = ;041 .
The length of w is denoted by |w| and is defined to be w for infinite words.

2.2.1 Labeled Transition Graphs and Rewrite Systems

A labeled transition graph is G = (%, S, L, p, so), where X is a finite set of labels, S is a (possibly
infinite) set of states, L : S — X is a labeling function, p C S x S is a transition relation, and
S0 € Sp is an initial state. When p(s, s’), we say that s’ is a successor of s, and s is a predecessor of

automata, since they can distinguish between a graph and its unwinding. For a related discussion regarding past-
time connectives in branching temporal logics, see [KP95].
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s'. For a state s € S, we denote by G* = (%, S, L, p, s), the graph G with s as its initial state. An
s-computation is an infinite sequence of states sg, s1,... € S¥ such that so = s and for all + > 0, we
have p(s;, si+1). An s-computation sg, s1,... induces the s-trace L(sg) - L(s1)---. Let 75 be the set
of all s-traces.

A rewrite system is R = (X,V,Q, L, T, qo,xo), where X is a finite set of labels, V is a finite
alphabet, @) is a finite set of states, L : Q x V* — ¥ is a labeling function, T is a finite set of
rewrite rules, to be defined below, ¢y is an initial state, and zg € V* is an initial word. The set
of configurations of the system is Q X V*. Intuitively, the system has finitely many control states
and an unbounded store. Thus, in a configuration (¢,z) € @ x V* we refer to g as the control
state and to z as the store. A configuration (¢,z) € @ x V* indicates that the system is in control
state ¢ with store z. We consider here two types of rewrite systems. In a pushdown system, each
rewrite rule is (¢, A, z,¢') € Q x V x V*x Q. Thus, T C Q x V x V* x Q. In a prefiz-recognizable
system, each rewrite rule is (g, a,,7,¢') € Q X reg(V) x reg(V) x reg(V) x @, where reg(V) is
the set of regular expressions over V. Thus, T' C @ x reg(V) x reg(V) x reg(V) x Q. For a word
w € V* and a regular expression r € reg(V) we write w € r to denote that w is in the language
of the regular expression r. We note that the standard definition of prefix-recognizable systems
does not include control states. Indeed, a prefix-recognizable system without states can simulate
a prefix-recognizable system with states by having the state as the first letter of the unbounded
store. We use prefix-recognizable systems with control states for the sake of uniform notation.

We consider two types of labeling functions, simple and regular. The labeling function associates
with a configuration (¢,z) € @ x V* a symbol from X. A simple labeling function depends only
on the first letter of z. Thus, we may write L : Q@ x (V U {e}) — X. Note that the label is defined
also for the case that z is the empty word e. A regular labeling function considers the entire word
z but can only refer to its membership in some regular set. Formally, for every state g there is a
partition of V* to |X| regular languages Ri,... R|x|, and L(g, ) depends on the regular set that =
belongs to. For a letter 0 € ¥ and a state ¢ € Q we set R, = {z | L(q,z) = o} to be the regular
language of store contents that produce the label o (with state gq). We are especially interested
in the cases where the alphabet ¥ is the powerset 247 of the set of atomic propositions. In this
case, we associate with every state ¢ and proposition p a regular language R, , that contains all the
words w for which the proposition p is true in configuration (¢,z). Thus p € L(q,z) iff x € R, ,.
Unless mentioned explicitly, the system has a simple labeling.

The rewrite system R induces the labeled transition graph Gr = (X,Q x V*, L, pg, (g0, zo))-
The states of Gg are the configurations of R and ((q,2),(¢',2')) € pr if there is a rewrite rule
t € T leading from configuration (g,z) to configuration (¢’,z'). Formally, if R is a pushdown
system, then pr((q, A -vy),(¢,z -y)) if (¢, A,z,q') € T; and if R is a prefix-recognizable system,
then pr((q,z - y), (¢, 2" - y)) if there are regular expressions «, 8, and 7 such that z € a, y € 3,
z' € v, and (q, @, 3,7,¢') € T. Note that in order to apply a rewrite rule in state (q,z) € @ x V*
of a pushdown graph, we only need to match the state ¢ and the first letter of z with the second
element of a rule. On the other hand, in an application of a rewrite rule in a prefix-recognizable
graph, we have to match the state ¢ and we should find a partition of z to a prefix that belongs to
the second element of the rule and a suffix that belongs to the third element. A labeled transition
graph that is induced by a pushdown system is called a pushdown graph. A labeled transition
system that is induced by a prefix-recognizable system is called a prefiz-recognizable graph.

Example 2.2.1 Consider the pushdown system (2122} {A B} {qo}, L, T, qo, A), with transition
T= {<q03 Aa ABa qO); <q07 Aa £, qO); <q07 Ba £, qO)}; and L deﬁned by RQO;PI = {A’ B}* -B-B- {A7 B}*
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and Ry p, = A+ {A, B}*, induces the labeled transition graph below.

D2 P2 P1,p2 P1,P2

(90,A)—40,AB}—(g0,ABB)——=(q0,ABBB)- - -

NN

(q0,€) (40,B) (¢0,BB) =— (go,BBB) - - -
P1 P1

Example 2.2.2 Consider the prefiz-recognizable system (2°,{A},{q}, L, T, qo, A), with transition
T = {{q,A*, A% ¢,q),(q,&,A*, A, q)} induces the labeled transition graph below.

q qA qAA—— sgAAA— >qAAAA- e -

Consider a prefix-recognizable system R = (X, V,Q, L, T, qo,xo). For a rewrite rule t; = (s, «;,
Bis vi» 8') € T, let Uy = (V,Qx,mr, 45, Fa), for X € {ay, Bi,vi}, be the nondeterministic automaton
for the language of the regular expression A. We assume that all initial states have no incoming edges
and that all accepting states have no outgoing edges. We collect all the states of all the automata for
@, 3, and v regular expressions. Formally, Qo = Uy, c1 Quir @8 = Uy,er Qpi» and Qy = Uy, e Qi
We assume that we have an automaton whose language is {z¢}. We denote the final state of this
automaton by zg and add all its states to @,. Finally, for a regular labeling function L, a state
g € Q, and a letter o € X, let U, 4 = (V, Qg,q,qg’q, Po,qs Fo,q) be the nondeterministic automaton
for the language R,,. In a similar way given a state ¢ € Q and a proposition p € AP, let
Up.g =V, Qp,g: 5.4 Pp,g» Fp,q) be the nondeterministic automaton for the language R 4.

We define the size ||T|| of T as the space required in order to encode the rewrite rules in
T. Thus, in a pushdown system, [T = >, 4, ¢er ||, and in a prefix-recognizable system,
17N = X (g,0,8.7,¢7er Ual + [Us| + [Uy]. In the case of a regular labeling function, we also measure

the labeling function ||L|| = > co > sex Us, LIl = > geq 2opear U,

2.2.2 p-Calculus

We give a short introduction to p-calculus [Koz83]. The u-calculus is a modal logic augmented with
least and greatest fixpoint operators. Given a finite set AP of atomic propositions and a finite set
Var of variables, a u-calculus formula (in a positive normal form) over AP and Var is one of the
following:

e true, false, p for all p € AP, or y for all y € Var;

® 1 Ay or w1 V g, for u-calculus formulas ¢; and @s;
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e [y or ¢y for a p-calculus formula .

e uy.p or vy.p, for y € Var and a p-calculus formula .

A sentence is a formula that contains no free variables from Var (that is, every variable is in
the scope of some fixed-point operator that binds it). We define the semantics of p-calculus with
respect to a labeled transition graph G = (247, S, L, p, so) and a valuation V : Var — 2°. Each
formula 1 and valuation V then define a set [[]]$ of states of G that satisfy the formula. For a
valuation V, a variable y € Var, and a set S’ C S, we denote by V[y < S| the valuation obtained
from V by assigning S’ to y. The mapping [[#]]§ is defined inductively as follows:

e [[true]]$ = S and [[false]]S = 0;

e For y € Var, we have [[y]]§ = V(y);

For p € AP, we have [[p]|§ = {s | p € L(s)};
[1 Ap]l§ = [[all5 N [[2]]5;

= [
[h1 vV 4p2]l§ = [[a]l§ U [[2]]5;
[[O¢]]S = {s € S: for all &' such that p(s,s’), we have s’ € [¢]]§ };

(4
Y1

[[0v]]S = {s € S: there is s’ such that p(s,s’) and s’ € [[4]]F};
[by-91l¥ = M{S" € S [[¥][5ycsn €'
o [vyylls =U{S" € §: 8 C YIS, s}

The alternation depth of a formula is the number of alternations in the nesting of least and greatest
fixpoints. For a full exposition of u-calculus we refer the reader to [Eme97].

Note that [[¢]]§ depends only on the valuation of free variables in 9. In particular, no valuation
is required for a sentence and we write [[1]]¢. For a state s € S and a sentence v, we say that
holds at s in G, denoted G, s = 9 iff s € [[¢]]¢. Also, G =9 iff G, sp = 1. We say that a rewrite
system R satisfies a p-calculus formula ¢ if G = 9.

The model-checking problem for a labeled transition graph G and a p-calculus formula v is to
determine whether G satisfies 1.

Theorem 2.2.3 The model-checking problem for a rewrite system R and a p-calculus formula ¢
is solvable in time 20UTIVIE) where k is the alternation depth of 1 [Wal96, Bur97b].

2.2.3 Linear Temporal Logic

We give a short introduction to linear temporal logic (LTL) [Pnu77]. LTL augments Boolean
arithmetic with temporal quantifiers. Given a finite set AP of propositions, an LTL formula is one
of the following.

e true, false, p for all p € AP;

e —p1, 1 V2, 1 A2, O ¢ and p1Ups, for LTL formulas 1 and ¢s9;
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The semantics of LTL formulas is defined with respect to an infinite sequence = € (247)“ and a

location i € IN . We use (7, ) = % to indicate that the word 7 in the designated location 7 satisfies
the formula .

e For a proposition p € AP, we have (,i) |= p iff p € m;;
(m,4) = =f1 iff not (m,4) = fi;

(m,9) | f1V fo iff (m,4) = fu or (m,4) = f

(m,4) = fu A fo iff (m,4) |= f1 and (7,1) |= fa;
(m,4)

(m,4)

(m,7)

)

FOfi iff (i +1) E fi;
= fiU f2 iff there exists k > i such that (7, k) = f2 and for all 4 < j < k, we have
= f1;

T

™y 1
m™J

If (7,0) |= ¢ we say that 7 satisfies 1. We denote by L(1)) the set of sequences 7 that satisfy .
Given a graph G and a state s of G, we say that s satisfies an LTL formula ¢, denoted (G, s) = ¢,
iff T, C L(p). A graph G satisfies an LTL formula ¢, denoted G |= ¢, iff its initial state satisfies
it; that is (G, s0) = ¢

The model-checking problem for a labeled transition graph G and an LTL formula ¢ is to
determine whether G satisfies ¢. Note that the transition relation of R need not be total. There
may be finite paths but satisfaction is determined only with respect to infinite paths. In particular,
if the graph has only finite paths, its set of traces is empty and the graph satisfies every LTL
formula 2. We say that a rewrite system R satisfies an LTL formula ¢ if Gg | ¢. 3

Theorem 2.2.4 The model-checking problem for a pushdown system R and an LTL formula ¢ is
solvable

e in time |T))* - 2°0¢) and space | T||? - 2°0%) in the case that L is a simple labeling function
[EHRS00].

o in time |T||® - 20UEI+19D) and space |T||? - 20UEIH19D in, the case that L is a reqular labeling
function. The problem is EXPTIME-hard in ||L|| even for a fized formula [EKSO01].

2.2.4 Alternating Two-Way Automata

Given a finite set T of directions, an Y-tree is a set T C T* such that if v-x € T, where v € T
and z € T*, then also z € T. The elements of T" are called nodes, and the empty word ¢ is the root
of T. For every v € T and z € T, the node z is the parent of v - z. Each node z # ¢ of T has a
direction in Y. The direction of the root is the symbol L (we assume that L ¢ T). The direction

2Tt is also possible to consider finite paths. In this case, the nondeterministic Biichi automaton in Theorem 2.2.8
has to be modified so that it can recognize also finite words (cf. [GO03]). Our results are easily extended to consider
also finite paths.

3Some work on verification of infinite-state system (e.g., [EHRS00]), consider properties given by nondeterministic
Biichi word automata, rather than LTL formulas. Since we anyway translate LTL formulas to automata, we can
easily handle also properties given by automata.
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of a node v - z is v. We denote by dir(z) the direction of node z. An Y-tree T is a full infinite tree
if T'=7* A path w of a tree T is a set m C T such that € € w and for every z € 7 there exists a
unique v € Y such that v -z € m. Note that our definitions here reverse the standard definitions
(e.g., when Y = {0, 1}, the successors of the node 0 are 00 and 10 (rather than 00 and 01)*.

Given two finite sets T and X, a X-labeled Y-tree is a pair (T,7) where T is an T-tree and
7:T — ¥ maps each node of T to a letter in ¥. When T and ¥ are not important or clear from
the context, we call (T, 7) a labeled tree. We say that an ((Y U {Ll}) x X)-labeled Y-tree (T, 7) is
Y-ezhaustive if for every node z € T, we have 7(z) € {dir(z)} x X.

A labeled tree is regular if it is the unwinding of some finite labeled graph. More formally, a
transducer D is a tuple (Y, %, Q,n, qo, L), where T is a finite set of directions, ¥ is a finite alphabet,
Q@ is a finite set of states, n : Q@ X T — @ is a deterministic transition function, gy € @ is a start
state, and L : Q — X is a labeling function. We define 1 : T* — @ in the standard way: 7(e) = qo
and n(az) = n(n(z),a). Intuitively, a transducer is a labeled finite graph with a designated start
node, where the edges are labeled by T and the nodes are labeled by . A ¥-labeled YT-tree (T*, 7)
is regular if there exists a transducer D = (1,3, Q, 7, qo, L), such that for every € T*, we have
7(z) = L(n(z)). The size of (T*,7), denoted ||7||, is |@|, the number of states of D.

Alternating automata on infinite trees generalize nondeterministic tree automata and were first
introduced in [MS87]. Here we describe alternating two-way tree automata. For a finite set X, let
BT(X) be the set of positive Boolean formulas over X (i.e., boolean formulas built from elements in
X using A and V), where we also allow the formulas true and false, and, as usual, A has precedence
over V. For a set Y C X and a formula § € BT(X), we say that Y satisfies 0 iff assigning true to
elements in Y and assigning false to elements in X \ Y makes 0 true. For a set T of directions,
the extension of T is the set ext(Y) = T U {e, 1} (we assume that T N{e,1} = 0). An alternating
two-way automaton over Y-labeled Y-trees is a tuple A = (%, Q, 0, qo, F'), where X is the input
alphabet, @ is a finite set of states, § : Q x X — Bt (ezt(T) X Q) is the transition function, gy € Q
is an initial state, and F' specifies the acceptance condition.

A run of an alternating automaton A over a labeled tree (Y*,7) is a labeled tree (T;,r) in
which every node is labeled by an element of T* x Q. A node in T;., labeled by (z,q), describes a
copy of the automaton that is in the state ¢ and reads the node z of T*. Note that many nodes
of T;- can correspond to the same node of T*; there is no one-to-one correspondence between the
nodes of the run and the nodes of the tree. The labels of a node and its successors have to satisfy
the transition function. Formally, a run (7, r) is a ¥,-labeled T'-tree, for some set I" of directions,
where X, = T* x Q and (T}, r) satisfies the following;:

1. € € T, and r(e) = (&, qo)-

2. Consider y € T, with r(y) = (z,q) and (g, 7(x)) = 0. Then there is a (possibly empty) set
S C ext(T) x @, such that S satisfies 0, and for all (c,q') € S, there is v € T such that
v -y € T, and the following hold:

Ifce Y, thenr(y-y) = (c-z,4q).

If c = ¢, then r(y-y) = (z,4¢').

If ¢ =1, then z = v - 2, for some v € T and z € T*, and (v -y) = (2,¢).

4As will get clearer in the sequel, the reason for that is that rewrite rules refer to the prefix of words.
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Thus, e-transitions leave the automaton on the same node of the input tree, and 1-transitions take
it up to the parent node. Note that the automaton cannot go up the root of the input tree, as
whenever ¢ =1, we require that z # €.

A run (T,,r) is accepting if all its infinite paths satisfy the acceptance condition. We consider
here parity acceptance conditions [EJ91]. A parity condition over a state set @ is a finite sequence
F ={F,F,,...,Fy} of subsets of @, where F; C F» C ... C F;, = Q. The number m of sets is
called the indezx of A. Given a run (7},r) and an infinite path 7 C T}, let inf(7) C @ be such that
q € inf(w) if and only if there are infinitely many y € 7 for which r(y) € T* x {¢q}. That is, inf(w)
contains exactly all the states that appear infinitely often in 7. A path 7 satisfies the condition F' if
there is an even i for which inf (7) N F; # 0 and inf(7) N F;_1 = (. An automaton accepts a labeled
tree if and only if there exists a run that accepts it. We denote by £(.A) the set of all 3-labeled trees
that A accepts. The automaton A is nonempty iff L(A) # 0. Biichi acceptance condition [Biic62]
is a private case of parity of index 3. Biichi condition F' C @) is equivalent to parity condition
(0, F,Q). A path 7 satisfies Biichi condition F iff inf(7w) N F # (. Co-Biichi acceptance condition
is the dual of Biichi. Co-Biichi condition F' C @ is equivalent to parity condition (F, Q). A path 7
satisfies co-Biichi condition F' iff inf(7) N F = (.

The size of an automaton is determined by the number of its states and the size of its transition
function. The size of the transition function is 7 = ¥4c@Zsex|n(g, a)| where, for a formula in
BT (ext(Y) x Q) we define |(A, g)| = |[true| = |false| = 1 and |01 V 02| = |01 A 3] = |61] + |6=2] + 1.

We say that A is advancing if § is restricted to formulas in BT ((YU{e}) x Q), it is one-way if § is
restricted to formulas in BT(T x Q). We say that A is nondeterministic if its transitions are of the
form \,c; Aper (v, d})), in such cases we write § : @ x & — 2@ In particular, a nondeterministic
automaton is 1-way. It is easy to see that a run tree of a nondeterministic tree automaton visits
every node in the input tree exactly once. Hence, a run of a nondeterministic tree automaton on
tree (T, 7) is (T,r) where r : T — . Note, that 7 and 7 use the same domain 7'. In the case that
|T| =1, Ais a word automaton. In the run of a word automaton, the location of the automaton
on the word is identified by the length of its location. Hence, instead of marking the location by
v', we mark it by i. Formally, a run of a word automaton is (T',r) where r : T — IN x Q and
a node z € T such that r(z) = (i,q) signifies that the automaton in state ¢ is reading the ith
letter of the word. In the case of word automata, there is only one direction v € Y. Hence, we
replace the atoms (d,q) € ext(T) x @ in the transition of A by atoms from {—1,0,1} x @ where
—1 means read the previous letter, 0 means read again the same letter, and 1 means read the next
letter. Accordingly, the pair (i,q), (j,q') satisfies the transition of A if there exists (d, q") € d(g, w;)
such that j = ¢ + d. In the case that the automaton is 1-way the length of x uniquely identifies
the location in the word. That is, we use r : T — @ and r(z) = ¢ signifies that state g is reading
letter |z|. In the case that a word automaton is nondeterministic, its run is an infinite sequence of
locations and states. Namely, » = (0, qo), (41,41),.-.. In addition, if the automaton is 1-way the
location in the sequence identifies the letter read by the automaton and we write r = ¢, g1, . . ..

Theorem 2.2.5 Given an alternating two-way parity tree automaton A with n states and indez k,
we can construct an equivalent nondeterministic one-way parity tree automaton whose number
of states is exponential in nk and whose indezx is linear in nk [Var98|, and we can check the
nonemptiness of A in time exponential in nk [EJS93].

We use acronyms in {2,¢e,1} x {4, N,D} x {P,B,C,F} x {T, W} to denote the different types
of automata. The first symbol stands for the type of movement: 2 for 2-way automata, ¢ for
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advancing, and 1 for 1-way (we often omit the 1). The second symbol stands for the branching
mode: A for alternating, N for nondeterministic, and D for deterministic. The third symbol stands
for the type of acceptance: P for parity, B for Biichi, C for co-Biichi, and F for finite (i.e., automata
that read finite words or trees), and the last symbol stands for the object the automaton is reading:
T for trees and W for words. For example, a 2APT is a 2-way alternating parity tree automaton
and an NBW is a 1-way nondeterministic Biichi word automaton.

The membership problem of an automaton A and a regular tree (T*,7) is to determine whether
A accepts (T*, 7); or equivalently whether (Y*,7) € £(A). It is not hard to see that the membership
problem for a 2APT can be solved by a reduction to the emptiness problem. Formally we have the
following.

Theorem 2.2.6 Given an alternating two-way parity tree automaton A with n states and indez k,
and a regular tree (Y*, 1) we can check whether A accepts (Y*,7) in time (||7||nk)O™*).

Proof: Let A = (%,Q,0,q0, F) be a 2APT and (T*,7) be a regular tree. Let the transducer
inducing the labeling of 7 be D; = (Y, X, D,n,dp, L). According to Theorem 2.2.5, we construct a
INPT N = (%, S, p, 80, ) that accepts the language of A.

Consider the INPT N’ = ({a},D x S, ', (do, s0), ') where p'(d, s) is obtained from p(s, L(d))
by replacing every atom (v, s') by (v, (n(d,v),s’)) and o is obtained from a by replacing every set
F by the set D x F. It follows that (T*,7) is accepted by A iff N’ is not empty. The number of
states of N’ is ||7|(nk)°) and its index is O(nk). O

2.2.5 Alternating Automata on Labeled Transition Graphs

Consider a labeled transition graph G = (%, S, L, p, s¢). Let A = {¢,00,0}. An alternating automa-
ton on labeled transition graphs (graph automaton, for short) [JW95]° is a tuple S = (2, @, J, g0, F),
where X, Q, qo, and F are as in alternating two-way automata, and § : @ x ¥ — BT(A x Q) is the
transition function. Intuitively, when & is in state ¢ and it reads a state s of G, fulfilling an atom
(0,t) (or Ot, for short) requires S to send a copy in state ¢ to some successor of s. Similarly, fulfill-
ing an atom [t requires S to send copies in state ¢ to all the successors of s. Thus, like symmetric
automata [DW99, Wil99], graph automata cannot distinguish between the various successors of a
state and treat them in an existential or universal way.

Like runs of alternating two-way automata, a run of a graph automaton S over a labeled
transition graph G = (S, L, p, s¢) is a labeled tree in which every node is labeled by an element of
S x Q. A node labeled by (s, q), describes a copy of the automaton that is in the state ¢ of S and
reads the state s of G. Formally, a run is a X,-labeled I'-tree (T}, 7), where I is an arbitrary set of
directions, X, = S x @, and (T}, r) satisfies the following:

1. e € T, and r(e) = (s0,90)-

2. Consider y € T, with r(y) = (s,q) and d(g, L(s)) = 6. Then there is a (possibly empty) set
S C A x @, such that S satisfies 8, and for all (c,q') € S, the following hold:

e If ¢ = ¢, then there is v € T such that y-y € T, and r(y-y) = (s,q).

5The graph automata in [JW95] are different than these defined here, but this is only a technical difference.

29



e If ¢ = [, then for every successor s’ of s, there is v € T' such that v -y € T, and
r(y-y) = (s',4).
e If ¢ = Q, then there is a successor s’ of s and v € T such that vy € T, and r(y-y) = (s',¢).

A run (T),r) is accepting if all its infinite paths satisfy the acceptance condition. The graph G is
accepted by S if there is an accepting run on it. We denote by £(S) the set of all graphs that S
accepts. We denote by 87 = (X, Q, d, g, F') the automaton S with ¢ as its initial state.

We say that a labeled transition graph G satisfies a graph automaton S, denoted G | S, if S
accepts G. It is shown in [JW95] that graph automata are as expressive as u-calculus. In particular,
we have the following.

Theorem 2.2.7 [JW95] Given a p-calculus formula 1, of length n and alternation depth k, we
can construct a graph parity automaton Sy such that L(Sy) is exactly the set of graphs satisfying
9. The automaton Sy has n states and index k.

A graph automaton whose transitions are restricted to disjunctions over {0} x @ is in fact
a nondeterministic automaton. We freely confuse between such graph automata with the Biichi
acceptance condition and NBW. It is well known that every LTL formula can be translated into an
NBW that accepts all traces that satisfy the formula. Formally, we have the following.

Theorem 2.2.8 [VW94] For every LTL formula ¢, we can construct an NBW N, with 20(¢D)
states such that L(N,) = L(y).

2.2.6 Alternating Linear Space Turing Machines

An alternating Turing machine is M = (T, Sy, Se, —, 80, Face, Frej), where the four sets of states
wSus Sey Faee, and Frej are disjoint, and contain the universal, the existential, the accepting, and
the rejecting states, respectively. We denote their union (the set of all states) by S. Our model of
alternation prescribes that —C S x I' x § x I' x {L, R} has a binary branching degree. When a
universal or an existential state of M branches into two states, we distinguish between the left and
the right branches. Accordingly, we use (s,a) —! (s;,b;,4;) and (s,a) =" (s,,b,, A,;) to indicate
that when M is in state s € S, U Se reading input symbol a, it branches to the left with (s;, by, A;)
and to the right with (s,,b,,A,). (Note that the directions left and right here have nothing to do
with the movement direction of the head; these are determined by A; and A,.)

We consider here alternating linear-space Turing machines. Let f : IN — IN be the linear
function such that M uses f(n) cells in its working tape in order to process an input of length n.
We encode a configuration of M by a string in {{}-T%... (8§ xT).T/("~i—1  That is, a configuration
starts with the symbol ff, all its other letters are in I', except for one letter in S x I'. The meaning
of such a configuration is that the jth cell in the configuration, for 1 < j < f(n), is labeled v;,
the reading head points at cell 14+1, and M is in state s. For example, the initial configuration
of M is f - (sg,b)b---b (with f(n)—1 occurrences of b’s) where b stands for an empty cell. A
configuration ¢’ is a successor of configuration c if ¢ is a left or right successor of c. We can encode
now a computation of M by a tree whose branches describe sequences of configurations of M. The

computation is legal if a configuration and its successors satisfy the transition relation.

Note that though M has an existential (thus nondeterministic) mode, there is a single compu-
tation tree that describes all the possible choices of M. Each run of M corresponds to a pruning
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of the computation tree in which all the universal configurations have both successors and all the
existential configurations have at least one successor. The run is accepting if all the branches in
the pruned tree reach an accepting configuration.

Theorem 2.2.9 [CKS81] Deciding whether a linear space alternating Turing machine accepts the
empty tape is EXPTIME-hard.

2.3 Model-Checking Branching-Time Properties

In this section we present an automata-theoretic approach solution to model-checking branching-
time properties of pushdown and prefix-recognizable graphs. We start by demonstrating our
technique on model checking of pushdown systems. Then we show how to extend it to prefix-
recognizable systems. Consider a rewrite system R = (X, V, Q, L, T, qo, zo) and let G =
(%, Q@ x V*, L, pgr, (qo, o)) be its induced graph. recall that a configuration of G is a pair
(¢,z) € @ x V*. Thus, the store z corresponds to a node in the full infinite V-tree. An automaton
that reads the tree V* can memorize in its state space the state component of the configuration
and refer to the location of its reading head in V* as the store. We would like the automaton to
“know” the location of its reading head in V*. A straightforward way to do so is to label a node
z € V* by z. This, however, involves an infinite alphabet, and results in trees that are not regular.

We show that labeling every node in V* by its direction is sufficiently informative to provide
the 2-way automaton with the information it needs in order to simulate transitions of the rewrite
system. Thus, if R is a pushdown system and we are at node A -y of the V-tree (with state
q memorized), an application of the transition (g, A, z,¢') takes us to node z - y (with state ¢’
memorized). If R is a prefix-recognizable system and we are at node y of the V-tree (with state
g memorized), an application of the transition (g, @, f3,v,q') takes us to node zz (with state ¢’
memorized) where z € 7, z € 8, and y = 2’z for some 2’ € a. Technically, this means that we
first move up the tree, and then move down. Such a navigation through the V-tree can be easily
performed by two-way automata.

2.3.1 Pushdown Graphs

We present our solution for pushdown graphs in details. Let (V*,7,,) be the V-labeled V-tree such
that for every € V* we have 7, (z) = dir(z) ((V*,7,) is the exhaustive V-labeled V-tree). Note
that (V*,7,) is a regular tree of size |V| + 1. We construct a 2APT A that reads (V*,7,). The
state space of A contains a component that memorizes the current state of the rewrite system. The
location of the reading head in (V*, 7, ) represents the store of the current configuration. Thus, in
order to know which rewrite rules can be applied, A consults its current state and the label of the

node it reads (note that dir(z) is the first letter of z). Formally, we have the following.

Theorem 2.3.1 Given a pushdown system R = (X,V,Q,L,T,qo, ) and a graph automaton S =
(2, W, 6, wy, F), we can construct a 2APT A over (V U{L})-labeled V -trees such that A accepts
(V*,1,) iff Gr satisfies S. The automaton A has O(|W|-|Q|-||T||) states, and has the same index
as S.

Proof: We define A= (VU{L}, P,n,po,a) as follows.

31



e P=(W x Q X heads(T)), where heads(T) C V* is the set of all prefixes of words z € V* for
which there are states ¢,¢' € Q@ and A € V such that (g, A, z,q') € T. Intuitively, when A
visits a node z € V* in state (w, ¢, ), it checks that G with initial state (g, y - z) is accepted
by §*. In particular, when y = ¢, then G with initial state (g, z) (the node currently being
visited) needs to be accepted by S*. States of the form (w,q,e) are called action states.
From these states A consults § and T in order to impose new requirements on the exhaustive
V-tree. States of the form (w,q,y), for y € V*, are called navigation states. From these
states A only navigates downwards y to reach new action states.

e In order to define n : P x ¥ — Bt(ezt(V) x P), we first define the function apply, :
AxWxQxV — Bt(ext(V) x P). Intuitively, apply; transforms atoms participating in §
to a formula that describes the requirements on Gr when the rewrite rules in 7' are applied
to words of the form A-V*. Force A, we W, g€ @, and A € V we define

(e, (w,q,€)) fe—e
applyr(c,w, ¢, A) = | Agagqrerth (w,dy) He=0
V(‘I:A,y,q’)ET <T’ (’LU, q’, y)) Ifc= <>

Note that 7" may contain no tuples in {g} x {A} x V* x @ (that is, the transition relation
of Gr may not be total). In particular, this happens when A = L (that is, for every state
g € @ the configuration (g,&) of Gg has no successors). Then, we take empty conjunctions
as true, and take empty disjunctions as false.

In order to understand the function apply;, consider the case ¢ = 0. When S reads the
configuration (g, A - x) of the input graph, fulfilling the atom Cw requires S to send copies in
state w to all the successors of (¢, A - ). The automaton A then sends to the node z copies
that check whether all the configuration (¢',y - z), with pr((q, A - z),(¢',y - 7)), are accepted
by S with initial state w.

Now, for a formula 6 € BT (A x S), the formula apply(0,q, A) € BT (ext(V) x P) is obtained
from 6 by replacing an atom (c,w) by the atom apply z(c, w,q, A). We can now define 7 for
all A€ VU{Ll} as follows.

- U((U’a% 5>’A) = applyT((s(w,L(q, A))a‘]a A)
- n((waqay ' B)aA) = (B’ <waQay>)'

Thus, in action states, A reads the direction of the current node and applies the rewrite rules
of R in order to impose new requirements according to §. In navigation states, A needs to go
downwards % - B, so it continues in direction B.

e po = (wo, g0, To). Thus, in its initial state A checks that G g with initial configuration (qo, z¢)
is accepted by S with initial state wy.

e « is obtained from F' by replacing each set F; by the set S x F; X heads(T).

We show that A accepts (V*,7,) iff R = S. Assume that A accepts (V*,7,). Then, there
exists an accepting run (7,r) of A on (V*,7,). Extract from this run the subtree of nodes labeled
by action states. That is, consider the following tree (T”,7') defined by induction. We know that
r(e) = (&, (wo,q0,20)). It follows that there exists a unique minimal (according to the inverse

lexicographic order on the nodes of T') node y € T labeled by an action state. In our case,
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r(y) = (zo, (wo,qo,€)). We add e to T and label it 7'(¢) = ((qo,%0),wp). Consider a node 2’
in T' labeled (') = ((g,z),w). By the construction of (T”,r') there exists z € T such that
r(z) = (z, (w,q,€)). Let {z1-2,..., 22} be the set of minimal nodes in T" such that z; - z is labeled
by an action state, r(z; - z2) = (x;, (w;,gi,€)). We add k successors a172’,...ax2" to 2/ in T" and
set 7'(a;2') = ((¢i, z;), w;). By the definition of 7, the tree (T",r') is a valid run tree of S on Gg.
Consider an infinite path 7' in (7", 7). The labels of nodes in 7’ identify a unique path 7 in (T, 7).
It follows that the minimal rank appearing infinitely often along 7’ is the minimal rank appearing
infinitely often along 7. Hence, (T”,r') is accepting and S accepts Gg.

Assume now that Gr = S. Then, there exists an accepting run tree (I”,7') of S on Gg. The
tree (T",r') serves as the action state skeleton to an accepting run tree of A on (V*,7,,). A node
z € T" labeled by ((g, ), w) corresponds to a copy of A in state (w, g, €) reading node z of (V*, 7).
It is not hard to extend this skeleton into a valid and accepting run tree of A on (V*, 7). U

Pushdown systems can be viewed as a special case of prefix-recognizable systems. In the
next subsection we describe how to extend the construction described above to prefix-recognizable
graphs, and we also analyze the complexity of the model-checking algorithm that follows for the
two types of systems.

2.3.2 Prefix-Recognizable Graphs

In this section we extend the construction described in Subsection 2.3.1 to prefix-recognizable
systems. The idea is similar: two-way automata can navigate through the full V-tree and simulate
transitions in a rewrite graph by a chain of transitions in the tree. While in pushdown systems the
application of rewrite rules involved one move up the tree and then a chain of moves down, here
things are a bit more involved. In order to apply a rewrite rule (g, @, 3,7, ¢'), the automaton has
to move upwards along a word in «, check that the remaining word leading to the root is in 8, and
move downwards along a word in . As we explain below, A does so by simulating automata for
the regular expressions participating in 7'.

Theorem 2.3.2 Given a prefiz-recognizable rewrite system R = (%,V,Q,T, L, qo, z¢) and a graph
automaton S = (X, W, §,wy, F'), we can construct a 2APT A over (V U {L})-labeled V -trees such
that A accepts (V*,1,) iff Gr satisfies S. The automaton A has O(|W|-|Q|-||T||) states, and its
indez is the index of S plus 1.

Proof: As in the case of pushdown systems, A uses the labels on (V*,7,,) in order to learn the
location in V* that each node corresponds to. As there, A applies to the transition function ¢ of
S the rewrite rules of R. Here, however, the application of the rewrite rules on atoms of the form
Qw and Ow is more involved, and we describe it below. Assume that A wants to check whether

(g,)

S accepts Gz*"’, and it wants to proceed with an atom Q' in é(w, L(g,z)). The automaton A

needs to check whether S¥' accepts G%;’,y) for some configuration (¢',y) reachable from (q,z) by

applying a rewrite rule. That is, a configuration (¢’,y) for which there is (¢, a, 8,7v,¢') € T and
partitions z’ - z and 4 - 2, of z and y, respectively, such that z’ is accepted by U,, z is accepted
by Ug, and y' accepted by U,. The way A detects such a state y is the following. From the node
z, the automaton A simulates the automaton U, upwards (that is, A guesses a run of U, on the
word it reads as it proceeds on direction 1 from z towards the root of the V-tree). Suppose that
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on its way up to the root, A encounters a state in Fi, as it reads the node z € V*. This means
that the word read so far is in «, and can serve as the prefix ' above. If this is indeed the case,
then it is left to check that the word z is accepted by Up, and that there is a state that is obtained
from z by prefixing it with a word ' € v that is accepted by S*'. To check the first condition, A
sends a copy in direction 1 that simulates a run of g, hoping to reach a state in Fj as it reaches
the root (that is, A guesses a run of Ug on the word it reads as it proceeds from z up to the root
of (V*,7,)). To check the second condition, A simulates the automaton U, downwards starting
from F,. A node 3’ -z € V* that A reads as it encounters qg can serve as the state y we are after.

The case for an atom Cw' is similar, only that here A needs to check whether %' accepts G%’,y)
for all configurations (¢/,y) reachable from (g, z) by applying a rewrite rule, and thus the choices
made by A for guessing the partition z’ - z of z and the prefix 9’ of y are now treated dually. More
formally, we have the following.

We define A =(V U{L}, P,n,po, ) as follows.

o P =P UP, where P| = {,V} x W x Q@ xT x (Qa U Qy) and P, = {3,V} x T x Q.
States in P; serve to simulate automata for a and 7y regular expressions and states in P
serve to simulate automata for  regular expressions. A state marked by 3 participates in the
simulation of a s atom of S, and a state marked by V participates in the simulation of a (s
atom of S. A state in P; marked by the transition ¢; = (g, s, 5i,7i,q') and a state s € Qq,
participates in the simulation of a run of U,,. When s € F,, (recall that states in F,, have
no outgoing transitions) .A spawns a copy (in a state in P) that checks that the suffix is in
Bi and continues to simulate U,,. A state in P; marked by the transition ¢; = (g, &, £, i, q')
and a state s € @, participates in the simulation of a run of U,,. When s = ¢J* (recall that
the initial state q?n has no incoming transitions) the state is an action state, and A consults
§ and T in order to impose new restrictions on (V*,7,). ¢

e In order to define n : P x ¥ — Bt (ext(V) x P), we first define the function apply, :
AXWxQXTx(QaUQy) — Bf(ext(V) x P). Intuitively, applyr transforms atoms
participating in ¢ to a formula that describes the requirements on G i when the rewrite rules
in T are applied to words from V*. Forc € A, w e W, q € Q, t; = (¢, a;, Bi,Vi,q) € T, and
s = ¢, we define

<€7 (ElawaQat’ias)) Ifc=c¢
applyT(ca w,dq, tia 3) = /\ti,:(q,ai, Birvir @' YET (8, (V, w, q,, iy y qgi, )) fc=0
Vti,:(q,ai/ Bt @ YET (e, F,w,q, ti',q%, ) Ife=90

In order to understand the function applyr, consider the case ¢ = 0. When S reads the
configuration (g, z) of the input graph, fulfilling the atom Cw requires S to send copies in
state w to all the successors of (¢, z). The automaton A then sends copies that check whether
all the configurations (¢’,y') with pr((q, ), (¢',y')) are accepted by S with initial state w.

Now, for a formula 6 € BT(A x W), the formula apply;(0,q,t;,s) € Bt(ext(V) x P) is
obtained from 6 by replacing an atom (c,w) by the atom apply,(c,w,q,t;,s). We can now

5Note that a straightforward representation of P results in O(|W| - |Q| - |T| - ||T||) states. Since, however, the
states of the automata for the regular expressions are disjoint, we can assume that the rewrite rule in T that each
automaton corresponds to is uniquely defined from it.
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define n for allw € W, ¢ € Q, t; = (¢, i, Bi, i, q) €T, s € Qo; UQ,;, and A € VU{L} as

follows.
[ apply7(8(w, L(g, A)), q, 1, ) s = ¢,
Viev Vsen,yi(s’,B)(B’ (3, w, ¢, i, ")) 5 € Qy \ {q,(;l}
n((aawaQ7t’i73)aA) = 9 Vs’Enai(s,A)(T’ (El,w,q,ti,s')) s € Qai \Fal
(67 (Ela ti, qu)) A (Vs’eF%. (67 (Ela w,q, ti, 8,))) s € Fai
applyr (6(w, L(g, A)), . ti, s) 5 =gy,
/\BEV /\sen%(s’,B) (B’ (Va w, ¢, ti, Sl)) s € Q’Yi \ {qu}
n((V,w,q,ti,8), A) = < Nsren, (s, (s (Fw,4, i, ') 5 € Qa; \ Fa,
L (87 (va ti, qu)) v (/\SIGF’M' (67 (V7 w, g, 1, 5,))> te Fai

Thus, when s € Q, the 2APT A either chooses a successor s’ of s and goes up the tree or in
case s is an accepting state of U,,, it spawns a copy that checks that the suffix is in 3; and
moves to a final state of U,,.

When s € @, the 2APT A either chooses a direction B and chooses a predecessor s’ of s or in
case that s = q?m is the initial state of I,,, the automaton A uses the transition 0 to impose
new restrictions on (V*, 7, ).

We define 7 for all t; = (¢', i, B, 7i- q), s € Qp;, and A € V U {L} as follows.

VS’EnBi(s,A) (Ta (Ela ti, sl)) A 7£ 1

n((3,t,s),A) = true s€Fg and A= 1
false s¢ Fg, and A= 1
/\s’Engi(s,A) (Ta (Va ti, SI)) A 7é 1

n((V,t,s), A) = false sE€Fz and A= 1
true s¢ Fg, and A= 1

If s € Qp, then in existential mode, the automaton A makes sure that the suffix is in g and
in universal mode it makes sure that the suffix is not in .

e po = (3,wo,qo0,t, o). Thus, in its initial state A starts a simulation (backward) of the
automaton that accepts the unique word zg. It follows that A checks that Gr with initial
configuration (qo, o) is accepted by S with initial state wy.

e Let F, = |J;. .7 Fy,. The acceptance condition « is obtained from F by replacing each set F;
by the set {3,V} x F; x @ xT x F,,. We add to a a maximal odd set and include all the states
in {3} xW xQ xT x(Q,\ F,) in this set. We add to o a maximal even set and include all
the states in {V} x W x Q x T x (Q,\ F,) in this set”. The states in {3,V} x W x Q x T X Q4
and P, are added to the maximal set (notice that states marked by a state in @, appear in
finite sequences and states in P, appear only in suffixes of finite paths in the run tree).

Thus, in a path that visits infinitely many action states, the action states define it as accepting
or not accepting. A path that visits finitely many action states is either finite or ends in an
infinite sequence of @) labeled states. If these states are existential, then the path is rejecting.
If these states are universal, then the path is accepting.

"Notice, that if the maximal set in F' is even then we only add to a a maximal odd set. Dually, if the maximal
set in F' is odd then we add to o a maximal even set.
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We show that A accepts (V*,7,) iff R = S. Assume that A accepts (V*,7,). Then, there
exists an accepting run (7, 7) of A on (V*,7,). Extract from this run the subtree of nodes labeled
by action states. Denote this tree by (T”,r'). By the definition of §, the tree (T”,r') is a valid
run tree of § on Gg. Consider an infinite path ' in (T",7'). The labels of nodes in 7’ identify a
unique path 7 in (T,7). As 7' is infinite, it follows that 7 visits infinitely many action states. As
all navigation states are added to the maximal ranks the minimal rank visited along m must be

equal to the minimal rank visited along 7. Hence, (T",7') is accepting and S accepts Gg.
Assume now that Gr = S. Then, there exists an accepting run tree (I”,7') of S on Gg. The
tree (T",7') serves as the action state skeleton to an accepting run tree of A on (V*,7,). A node
z € T' labeled by ((g,z),w) corresponds to a copy of A in state (d,w,gq,t,s) reading node z of
(V*,1,) for some d € {3,V}, t; = (¢, i, Bi,Vi,q) € T and s = qgi. In order to extend this skeleton
into a valid and accepting run tree of A on (V*,7,,) we have to complete the runs of the automata
for the different regular expressions appearing in T'. ]

The constructions described in Theorems 2.3.1 and 2.3.2 reduce the model-checking problem to
the membership problem of (V*,7,,) in the language of a 2APT. By Theorem 2.2.6, we then have
the following.

Theorem 2.3.3 The model-checking problem for a pushdown or a prefiz-recognizable rewrite sys-
tem R = (3,V,Q,L,T,qo,z0) and a graph automaton S = (X, W, d,wg, F), can be solved in time
ezponential in nk, where n = |W|-|Q| - |T|| - |V| and k is the indez of S.

Together with Theorem 2.2.7, we can conclude with an EXPTIME bound also for the model-
checking problem of p-calculus formulas matching the lower bound in [Wal96]. Note that the fact
the same complexity bound holds for both pushdown and prefix-recognizable rewrite systems stems
from the different definition of ||7']| in the two cases.

2.4 Path Automata on Trees

We would like to enhance the approach developed in Section 2.3 to linear time properties. The
solution to u-calculus model checking is exponential in both the system and the specification and
it is EXPTIME-complete [Wal96]. On the other hand, model-checking linear-time specifications
is polynomial in the system [BEM97]. As we discuss below, both the emptiness and membership
problems for 2APT are EXPTIME-complete. While 2APT can reason about many computation
paths simultaneously, in linear-time model-checking we need to reason about a single path that
does not satisfy a specification. It follows, that the extra power of 2APT comes at a price we
cannot pay. In this section we introduce path automata and study them. In Section 2.5 we show
that path automata give us the necessary tool in order to reason about linear specifications.

Path automata resemble tree walking automata. These are automata that read finite trees and
expect the nodes of the tree to be labeled by the direction and by the set of successors of the node.
Tree walking automata are used in XML queries. We refer the reader to [EHvB99, Nev(2].

2.4.1 Definition

Path automata on trees are a hybrid of nondeterministic word automata and nondeterministic tree
automata: they run on trees but have linear runs. Here we describe two-way nondeterministic
Biichi path automata.
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A two-way nondeterministic Bichi path automaton (2NBP, for short) on ¥-labeled Y-trees is in
fact a 2ABT whose transitions are restricted to disjunctions. Formally, P = (3, P, §, pg, F'), where
¥, P, po, and F are as in an NBW, and § : P x & — 2(ezt(1)xP) jg the transition function. A
path automaton that is in state p and reads the node z € T chooses a pair (d,p') € §(p, 7(z)), and
then follows direction d and moves to state p'. It follows that a run of a 2NBP P on a labeled tree
(T*,7) is a sequence of pairs r = (zg,po), (£1,p1),... where for all 4 > 0, z; € T* is a node of the
tree and p; € P is a state. The pair (z,p) describes a copy of the automaton that reads the node
z of T* and is in the state p. Note that many pairs in » may correspond to the same node of T*;
Thus, § may visit a node several times. The run has to satisfy the transition function. Formally,
(z0,p0) = (£,q0) and for all 4 > 0 there is d € ext(Y) such that (d,p;+1) € d(p;, 7(x;)) and

o If Ae T, then z;11 = A - x;.
o If A =¢, then ;41 = z;.
o If A =1, then z; =v - z, for some v € T and z € T*, and z;41 = 2.

Thus, e-transitions leave the automaton on the same node of the input tree, and f-transitions
take it up to the parent node. Note that the automaton cannot go up the root of the input tree,
as whenever d =1, we require that =; # . A run r is accepting if it visits T* x F infinitely
often. An automaton accepts a labeled tree if and only if there exists a run that accepts it. We
denote by L(P) the set of all ¥-labeled trees that P accepts. The automaton P is nonempty iff
L(P) # 0. We measure the size of a 2NBP by two parameters, the number of states and the size,
18] = XpepBaex|0(s,a)|, of the transition function.

Readers familiar with tree automata know that the run of a tree automaton starts in a single
copy of the automaton reading the root of the tree, and then the copy splits to the successors of
the root and so on, thus the run simultaneously follows many paths in the input tree. In contrast,
a path automaton has a single copy at all times. It starts from the root and it always chooses a
single direction to go to. In two-way path automata, the direction may be “up”, so the automaton
can read many paths of the tree, but it cannot read them simultaneously.

The fact that a 2NBP has a single copy influences its expressive power and the complexity of
its nonemptiness and membership problems. We now turn to study these issues.

2.4.2 Expressiveness

One-way nondeterministic path automata can read a single path of the tree, so it is easy to see that
they accept exactly all languages 7 of trees such that there is an w-regular language L of words and
T contains exactly all trees that have a path labeled by a word in L. For two-way path automata,
the expressive power is less clear, as by going up and down the tree, the automaton can traverse
several paths. Still, a path automaton cannot traverse all the nodes of the tree. To see that, we
prove that a 2NBP cannot recognize even very simple properties that refer to all the branches of
the tree (universal properties for short).

Theorem 2.4.1 There are no 2NBP Py and P over the alphabet {0,1} such that L(P1) = L1 and
L(P3) = Ly where |Y| > 1 and

o Li ={(T*,7):7(x) =0 for allz € T}.
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o Ly ={(Y*7): for every path # C T, there is © € m with 7(z) = 0}.

Proof: Suppose that there exists a 2NBP P; that accepts Li. Let T = (T*,7) € L; be some tree
accepted by P;. There exists an accepting run r = (xg,po), (£1,p1),... of P; on T. It is either the
case that r visits some node in T* infinitely often or not.

e Suppose that there exists a node £ € T* visited infinitely often by r. There must exist
i < j such that z; = z; = =z, p; = p;, and there exists i+ < k < j such that p, € F.
Consider the run ' = (zg,p0),. .., (Ti—1,pi-1) ((zi,pi),-- -, (Tj—1,pj-1))*. Clearly, it is a
valid and accepting run of P; on T. However, 7’ visits only a finite number of nodes in 7.
Let W = {z;|z; visited by r'}. It is quite clear that the same run 7’ is an accepting run of
P, on the tree (T, 7') such that 7'(z) = 7(z) for z € W and 7'(z) = 1 for z ¢ W. Clearly,
(Y*,7') ¢ L.

e Suppose that every node z € T* is visited only a finite number of times. Let (z;,p;) be the
last visit of r to the root. It must be the case that z;,1 = v for some v € Y. Let v’ # v be
a different element in Y. Let W = {z;y € Y* - o' | zy visited by r} be the set of nodes in the
subtree of v’ visited by r. Clearly, W is finite and we proceed as above.

The proof for the case of P and Lo is similar. ]

There are, however, universal properties that a 2NBP can recognize. Consider a language
L C 3% of infinite words over the alphabet . A finite word x € ¥* is a bad prefiz for L iff for
all y € ¥, we have z -y ¢ L. Thus, a bad prefix is a finite word that cannot be extended to an
infinite word in L. A language L is a safety language iff every w ¢ L has a finite bad prefix. A
language L C 3% is clopen if both L and its complement are safety languages, or, equivalently,
L corresponds to a set that is both closed and open in Cantor space. It is known that a clopen
language is bounded: there is an integer k£ such that after reading a prefix of length k of a word
w € 3¢, one can determine whether w is in L [KV01]. A 2NBP can then traverse all the paths of
the input tree up to level &k (given L, its bound & can be calculated), hence the following theorem.

Theorem 2.4.2 Let L C 3% be a clopen language. There is a 2NBP P such that L(P) = {(Y*,7) :
for all paths m C T*, we have 7(7) € L}.

Proof: Let k be the bound of L and Y = {vy,...,v,,}. Consider, w = wy,...,w, € T*. Let 4
be the maximal index such that w; # vp,. We set succ(w) = wy, ... w;—1,w,, Wit1,...,w, where
if w; = v; then w} = vj;1. That is, if we take w = (v1)* then by using the succ function we
pass on all elements in T* according to the lexicographic order (induced by v; < ve < ... < vp,).
Let N = (%, N, d,n9, F) be an NBW accepting L. According to [KV01], N is cycle-free and has
a unique accepting sink state. Formally, ' has an accepting state n4.. such that for every o € 3
we have 6(ngee,0) = {nacc} and for every run r = ng,n1,... and every i < j either n; # n; or
Ni = Ngacc-

We construct a 2NBP that scans all the paths in T* according to the order induced by using
succ. The 2NBP scans a path and simulates A on this path. Once our 2NBP ensures that this path
is accepted by N it proceeds to the next path. Consider the following 2NBP P = (2, Q, 7, 90, {Gacc})
where
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e Q= ({u,d} x T x [k] x N)U{qqcc}- A state consists of 4 components. The symbols « and d
are acronyms for up and down. A state marked by d means that the 2NBP is going down the
tree while scanning a path. A state marked by u means that the 2NBP is going up towards
the root where it starts scanning the next path. The word w € YT* is the current explored
path. The number ¢ € [k] denotes the location in the path w. The state n € N denotes the
current state of the automaton N.

e For every state ¢ € @ and letter o € ¥, the transition function 7 : Q x & — 2¢2H(1)x@Q jg
defined as follows:

( {(wis1, (d,w,i+1,0")) | n' € 8(n,0)} i#k
0 it =k and n # ngec
. . Z = k,n =n y
1((d, w,i,n),0) = 4 (e, (u, succ(w),i,n))} and w # (v:;k
i =k,n = nace,
\ {(&; qace) } and  — (/Um)k

) — {(T’ (’U;,’U],i—]_,n))} Z#O
ol wtm, ) = { {(e.(d,w,0,m0))} =0
n(qaCC’o) = {(57Qacc)}

Intuitively, in d-states the automaton goes in the direction dictated by w and simulates A/ on
the labeling of the path w. Once the path w is explored, if the N' component is not in ngec
this means the run of N on w failed and the run is terminated. If the N’ component reaches
Ngee this means that the run of N on w succeeded and the 2NBP proceeds to a u-state with
succ(w). If succ(w) does not exist (i.e., w = (v, )*) the 2NBP accepts. In u-states the 2NBP
goes up towards the root; when it reaches the root it initiates a run of A on the word w.

e go = (d,(v1)*,0,m0). Thus, in the initial state, P starts to simulate A" on the first path (v)*.

It is quite simple to see that every tree in L is accepted by P and that every tree accepted by P is
in L. L]

The question whether walking tree automata accept all regular tree languages is an open problem
[Nev02]. Recently, it was shown that deterministic walking tree automata are less expressive than
nondeterministic walking tree automata [BC04]. That is, there exist languages recognized by
nondeterministic walking tree automata that cannot be recognized by deterministic walking tree
automata. Using standard techniques to generalize results about automata over finite objects to
automata over infinite objects we can show that 2DBP are less expressive than 2NBP. Similarly,
the algorithms described in the next subsection can be modified to handle the respective problems
for walking tree automata.

2.4.3 Decision Problems

Given a 2NBP S, the emptiness problem is to determine whether S accepts some tree, or equivalently
whether £(S) = (0. The membership problem of S and a regular tree (T, 7) is to determine whether
S accepts (Y*,7), or equivalently (T*,7) € L(S). The fact that 2NBP cannot spawn new copies
makes them very similar to word automata. Thus, the membership problem for 2NBP can be
reduced to the emptiness problem of eABW over a 1-letter alphabet (cf. [KVWO00]). The reduction
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yields a polynomial time algorithm for solving the membership problem. In contrast, the emptiness
problem of 2NBP is EXPTIME-complete.

We show a reduction from the membership problem of 2NBP to the emptiness problem of
¢ABW with a 1-letter alphabet. The reduction is a generalization of a construction that translates
2NBW to eABW [PV03]. The emptiness of eABW with a 1-letter alphabet is solvable in quadratic
time and linear space [KVWO00]. We show that in our case the membership problem of a 2NBP is
solved in cubic time and quadratic space in the size of the original 2NBP. Formally, we have the
following.

Theorem 2.4.3 Consider a 2NBP P = (X, P,0,po, F). The membership problem of the regular
tree (Y*,7) in the language of S is solvable in time O(|P|? - |4 - ||7|]) and space O(|P|? - ||T]|).

Proof: We construct an eABW on 1-letter alphabet A = ({a}, @, 7, qo, @) such that L(A) # 0
iff (Y*,7) € L(P). The eABW A has O(|P|? - ||7||) states and the size of its transition function is
O(|P|%- 16| - ||7]))- We use the fact that A is advancing and remember the state of the transducer
that gives the label to the current node in the tree (T*,7) as part of the finite control of A. For
better intuition of the construction we refer the reader to [PVO03].

Let D, = (Y,%, D, p;,dj, L;) be the transducer that generates the labels of 7. For a word
w € T* we denote by p,(w) the unique state that D, gets to after reading w. We construct the
eABW A = ({a}, @,n,qo, @) as follows.

e Q=(PU(PxP))xD;x{L, T}. Statesin P x D, x {L, T}, which hold a single state from
P, are called singleton states. Similarly, we call states in P x P x D, x {1, T} pair states.

® gdo — (pOadg)-aJ—)

e a=(FxD; x{L})U(PxD;x{T}).
In order to define the transition function we have the following definitions. Two functions f, :
P x P — {1, T} where a € {L, T}, and for every state p € P and alphabet letter o € ¥ the set

Cy is the set of states from which p is reachable by a sequence of e-transitions reading letter o and
one final f-transition reading o. Formally

fJ_( apl) =

1L
L ifpcForp cF
frp,p) = { p P

T otherwise

Jto,t1,...,t, € PT such that

C7 = / tozp'a tn =p,
P Plvo<i<n, (€,ti) € 6(ti—1,0), and

(1,Pn) € 6(pn—1,0)

Now 7 is defined for every state in @ as follows (recall that A is a word automaton, hence we use
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directions 0 and 1 in the definition of 7, as ¥ = {a}, we omit the letter a from the definition of 7).

V V 0.@0.4,8)A0,0,48)

p'eEP pe{l, T}

n(p,d,a) = \V V V (1,(p', pr(d,v), 1))

veTY (v,p')Ed(p,L-(d))
\/ (07 (pla da J—))

(e:p")€8(p,Lr(d))

\/ (Oa (pl,pg,d, fa(pl,pQ)))

6(5 pl, d)
77(p1,p2,d, Oé) — V p\e/Pﬂl—i_\/B/Q i pl,p ad fﬂl (plap )) (01 (p 1p25d, fﬂ2(p apQ)))
V V V @@, pr(d,v), fa (0, 0")))

veY (v,p')€d(p1,L-(d)) p”ECLT(d)

Finally, we replace every state of the form {(p,p,d, @) | eitherp € Pand a = L orp € F and a =
T} by true.

Claim 2.4.4 L(A) # 0 iff (T*,7) € L(P)

The proof is very similar to the proof in [PV03]. For the sake of completeness, it is included
with the necessary adaptations in Appendix 2.A.

The emptiness of an eABW can be determined in linear space [EL86]. For an céABW A with
one letter alphabet we have the following.

Theorem 2.4.5 [VW86b] Given an cABW over 1-letter alphabet A = ({a},@Q,n,q0, ) we can
check whether L(.A) is empty in time O(|Q| - |n|) and space O(|Q)).

In [PV03] we show that because of the special structure of this eABW, its emptiness can be decided
in time O(|n|) and space O(|Q)). O

We show now that the emptiness problem for 2NBP is EXPTIME-complete. The upper bound
follows immediately from the exponential time algorithm for the emptiness for 2APT [Var98]. For
the lower bound we use the EXPTIME-hard problem of whether a linear space alternating Turing
machine accepts the empty tape [CKS81]. We reduce this question to the emptiness of a 2NBP
with a polynomial number of states.

Theorem 2.4.6 Consider a 2NBP P = (X, P, pg, §, F). The emptiness problem of P is EXPTIME-
complete.

Proof: We use the definitions given in Subsection 2.2.6 of the alternating Turing machine.

We encode the full run tree of M into the labeling of the full infinite binary tree. We construct
a 2NBP that reads an input tree and checks that it is indeed a correct encoding of the run tree
of M. In a correct encoding of the run tree of M the 2NBP checks that there exists an accepting
pruning tree.
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We explain now how the labeling of the full binary tree is used to encode the run tree of M.
Let §f- 01---0f(,) be a configuration and f - at ... o}n be its left successor. We set o9 and o} to f.

Formally, let V = {{} UT U (S x T) and let nezt; : V¥ — V where nezt;(o;_1,0i,0:41) denotes our
expectation for o!. We define next;(o,4,0') = § and

~

(

o {o,0',0"} C{f} UT
o 0" = (s,7) and (s,7) =! (s,7, R)
Iy (slaU,) o = (3a7) and (357) —! (sla’YIaL)
nerhle. 7,7 =4 o o = (s,7) and (s,7) = (s,7', L)
(s,o') o=(s,7) and (s,7) =' (s',7, R)
[ 7 o' = (s,7) and (s,7) = (5,7, a)

The expectation next, : V3 — V for the letters in the right successor is defined analogously.

The run tree of M is encoded in the full binary tree as follows. Every configuration is encoded
by a string of length f(n)+1in {{f} xT* x (§ xT') xI'*. The encoding of a configuration f-01 - -- o)
starts in a node z that is labeled by §. The 0 successor of x, namely 0 - z, is labeled by o1 and so
on until 0/ . z that is labeled by 0tn)- The configuration f - 01 -+ 0y(,) has its right successor
f-o7--- a;(n) and its left successor f- o/ - - - a;(n). The encoding of ff- o7 - - - a}(n) starts in 1.0/ . ¢
(that is labeled by ) and the encoding of - o! - -- a;(n) starts in 0 - 07(") . z (that is labeled by
#). We also demand that every node be labeled by its direction. This way we can infer from the
label of the node labeled by f§ whether its the first letter in the left successor or the first letter in
the right successor. For example, the root of the tree is labeled by (L, #), the node 0 is labeled by
(0, (s0,b)) and for every 1 < i < f(n) the node 0 is labeled by (0,b) (here b stands for the blank
symbol). We do not care about the labels of other nodes. Thus, the labeling of ‘most’ nodes in the
tree does not interest us.

The 2NBP reads an infinite binary tree. All trees whose labeling does not conform to the above
are rejected. A tree whose labeling is a correct encoding of the run tree of M is accepted only if
there exists an accepting pruning tree. Thus, the language of the 2NBP is not empty iff the Turing
machine M accepts the empty tape.

In order to check that the input tree is a correct encoding of the run tree of M, the 2NBP
has to check that every configuration is followed by its successor configurations. This is done by
remembering three letters from the configuration, going f(n) steps forward and checking that the
next; or nert, letter is written in the next configuration. Then the 2NBP returns to the first
configuration and updates its three letter memory to include a new letter.

We plunge into the details. The 2NBP has two main modes of operation. In forward mode,
the 2NBP checks that the next (right or left) configuration is indeed the correct successor. Then
it moves to check the next configuration. If it reaches an accepting configuration, this means that
the currently scanned pruning tree may still be accepting. Then it moves to backward mode and
remembers that it should check other universal branches. If it reaches a rejecting configuration,
this means that the currently scanned pruning tree is rejecting. The 2NBP has to move to the
next pruning tree. It moves to backward mode and remembers that it has to check other existential
branches. In backward universal mode, the 2NBP goes backward until it gets to a universal config-
uration and the only configuration to be visited below it is the left successor. Then the 2NBP goes
back to forward mode but remembers that the next configuration to visit is the right successor.
If the root is reached in backward universal mode then there are no more branches to check, the
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pruning tree is accepting and the 2NBP accepts. In backward existential mode, the 2NBP goes
backward until it gets to an existential configuration and the only configuration to be visited below
it is the left successor. Then the 2NBP goes to forward mode but remembers that the next con-
figuration to visit is the right successor. If the root is reached in backward existential mode then
there are no more pruning trees to check and the 2NBP rejects.

Formally, we have P = (X, P, §, pg, F') where

o ¥ =1{0,1,1} x ({{UTU (S xT)).

Thus, the letters are pairs consisting of a direction and either a {, a tape symbol of M, or a
tape symbol of M marked by a state of M.

e P=FUBUIU{acc} where F is the set of forward states, B is the set of backward states,
and I is the set of states that check that the tree starts from the initial configuration of M.
All three sets are defined formally below. The state acc is an accepting sink.

e F = {acc}.

The transition function § and the initial state py are given below.

We start with forward mode. In forward mode every state is flagged by either [ or r, signaling
whether the next configuration to be checked is the left successor or the right successor of the
current configuration. The 2NBP starts by memorizing the current location it is checking and
the environment of this location (that is for checking location 7, memorize the letters in locations
i—1, i, and 7 + 1). For checking the left (resp. right) successor it continues f(n) — i steps in
direction 0 then it progresses one step in direction 0 (resp. 1) and then takes i steps in direction
0. Finally, it checks that the letter it is reading is indeed the next; (resp. next,) successor of the
memorized environment. It then goes f(n)— 1 steps back, increases the location that it is currently
checking and memorizes the environment of the new location. It continues zigzagging between the
two configurations until completing the entire configuration and then it starts checking the next.

Thus, the forward states are F = {f} x {l,r} x [f(n)] x V3 x [f(n)] x {z,v} x {0,1, L}. Every
state is flagged by f and either r or [ (next configuration to be checked is either right or left
successor). Then we have the current location 7 € [f(n)] we are trying to check, the environment
(0,0',0") € V3 of this location. Then a counter for advancing f(n) steps. Finally, we have z for
still-checking and v for checked (and going backward to the next letter). We also memorize the
direction we went to in order to check that every node is labeled by its direction (thus, we have 0
or 1 for forward moves and L for backward moves).

The transition of these states is as follows.

e For 0 <7< f(n) and 0 < j < f(n) we have
6(<f’ d,i’ O-’ O-I70-”’j’x, A)’ <A’ 0”’)) =
{(1’ <f7dai’0'ao',70'”aj + 1,-'571)} Z+] = f(’n/) andd=r
{(0,(f,d,i,0,0",6",j+1,2,0)} Otherwise

Continue going forward while increasing the counter. If reached the end of configuration and
next configuration is the right configuration go in direction 1. Otherwise go in direction 0.

e For 0 <7 < f(n) we have
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6((f,d,i,0,0",0", f(n),z,A), (A, ™)) =
0 o™ #+ nextq(o, o', 0")
{(Ta <fa d7 (Z + 1)f(n)7alaalla 1, f(n) —1,v, J—))} o = nextd(a, UI,UH)

If o™ is not the nexty letter, then abort. Otherwise, change the mode to v and start going
back. Push ¢’ and ¢” to the first two memory locations and empty the third memory location.

e For 0 <7< f(n) and 1 < j < f(n) we have
5(<f’ d’ Ii’ 0-7 OJ’ J"j’ IU’ J_>7 <A7 oJ,)) = {(T’ <f7 d’i7o-’ 0-,7J_7‘7 - ]‘7IU7 J_>)}'

Continue going backward while updating the counter.

e For 0 <7 < f(n) we have

{(1; (bv, L, 2))} o" € Fy xT
6(<f7 d’ i’ 0-7 0”7 J_’ 171)’ J_>’ <A7 UI,)) = {(T’ <b3’ J_7 x))} O-” E FT X F *
{(&{f,d,i,0,0",0",0,2, 1))} Otherwise

Stop going backward. If the configuration that is checked is either accepting or rejecting go
to backward mode (recall that the configuration is already verified as the correct successor
of the previous configuration). Otherwise memorize the third letter of the environment and
initialize the counter to 0.

® 5(<fa d, 0,44, L,0,, A)v <A’ 0)) = {(07 <f’ d,0,4,4,0,1,z, 0))}
This is the first forward state after backward mode and after the initial phase. It starts
checking the first letter of the configuration. The 2NBP already knows that the letter it has
to check is fi, it memorizes the current letter (the third letter of the environment) and moves
forward while updating the counter.

Note that also the first letter is marked as f§, this is because when checking location 0 of a
configuration we are only checking that the length of the configuration is f(n) + 1 and that
after f(n) + 1 locations there is another .

Backward mode (either universal or existential) is again flagged by [ or r, signaling whether
the last configuration the 2NBP saw was the left or right successor. Backward mode starts in a
node labeled by a state of M. As the 2NBP goes backward, whenever it passes a | it memorizes its
direction. When the 2NBP gets again to a letter that is marked with a state of M, if the memorized
direction is [ and the type of the state the 2NBP is reading matches the type of backward mode
(universal state of M and backward universal or existential state of M and backward existential)
then the 2NBP continues going up until the f, then it moves to forward mode again (marked by 7).
Otherwise (i.e. if the memorized direction is 7 or the type of the state the 2NBP is reading does
not match the type of backward mode) then the 2NBP stays in backward mode, when it passes
the next § it memorizes the current direction, and goes on moving backward. When returning to
the root in backward existential mode, this means that the 2NBP is trying to find a new pruning
tree. As no such pruning tree exists the 2NBP rejects. When returning to the root in backward
universal mode, this means that all universal choices of the currently explored pruning tree were
checked and found accepting. Thus, the pruning tree is accepting and the 2NBP accepts.

The set of backward states is B = {by,b3} x {l,r, L} x {z,v}. Every state is flagged by V (for
universal) or 3 (for existential) and by either [ or r (the last configuration seen is left successor or
right successor, or L for unknown). Finally, every state is flagged by either z or v. A state marked
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by v means that the 2NBP is about to move to forward mode and that it is just going backward
until the §.

The transition of backward states is as follows.

{(t,(bv,l,z))} o=fand A=0
{(t,{by,r,z))} o=fand A=1

e 5((by,d,z),{(A,0)) = {(eacc)} A=1
{(1,(by,l,v))} oc€SyxTandd=1
{(1,(by,d,z))} Otherwise

In backward universal mode reading a ff we memorize its direction. If reading the root, we
accept. If reading a universal state of M and the last configuration was the left successor
then change the = to v. Otherwise, just keep going backward.

{(t,(b3,l,z))} o=fand A=0
{(t,{b3,r,z))} o=fand A=1

e i((b3,d,z),(A,0)) =< 0 A= |
{(1,(b3,l,v))} oc€8SexTandd=1
{(1,(by,d,z))} Otherwise

In backward existential mode reading a f{ we memorize its direction. If reading the root, we
reject. If reading an existential state of M and the last configuration was the left successor
then change x to v. Otherwise, just keep going backward.

_ A 0L} o # 4
e §({(b,1,v),(A,0a)) —{ {(e, {f,r,0,8,8,1,0,2,0)} o=14

In backward mode marked by v we go backward until we read §. When reading f§ we return
to forward mode. The next configuration to be checked is the right successor. The location
we are checking is location 0, thus the letter before is not interesting and is filled by f. The
counter is initialized to 0.

Finally, the set I of ‘initial’ states makes sure that the first configuration in the tree is indeed
#-(s0,b)-b/™~1. When finished checking the first configuration S returns to the node 0 and moves
to forward mode.

Formally, I = {i} x [f(n)] x {z,v} with transition as follows.

® §((3,0,z),(A,0)) = { é(o’ b} Z);jr;?iA o

Make sure that the root is labeled by (L, #).

. 3((i,1,2),(A,0)) ={ (0.6.2.0)} o = (0.5 and & =0

Make sure that the first letter is (sg, b)-

0,(i,j +1,z))} o=band A=0

e For 1 < j < f(n) we have §((z, j,z), (A,0)) = { (g Otherwise

Make sure that all other letters are b.
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. [ {( (i f(m) 1,00} o=band A=0
s 5(<Zaf(’n’)7$>a <A70>) - { q) Otherwise
Make sure that the last letter is b. The first configuration is correct, start going back to node
0. Change x to v.

e For 2 < j < f(n) we have 6((7,7,v), (A,0)) = {(1, (5,7 — 1,v))}

Continue going backward while updating the counter.

® 5((i,2,’l)>, <0,0’>) = {(Ta <fa170aﬂaﬂaL70’x70>)}'

Finished checking the first configuration. Go up to node 0 in the first state of forward mode.

Last but not least the initial state is pg = (3,0, x).

Finally, we analyze the reduction. Given an alternating Turing machine with n states and
alphabet of size m we get a 2NBP with O(n - m) states, that reads an alphabet with O(n - m)
letters. The 2NBP is actually deterministic. Clearly, the reduction is polynomial.

We note that instead of checking emptiness of P, we can check the membership of some correct
encoding of the run tree of M in the language of P. However, the transducer that generates a
correct encoding of M is exponential. L]

We note that the membership problem for 2-way alternating Biichi automata on trees is EXPTIME-
complete. Indeed, CTL model checking of pushdown systems, proven to be EXPTIME-hard in
[Wal00], can be reduced to the membership problem of a regular tree in the language of a 2ABT.
Given a pushdown system R = (X,V,Q, L, T,qy,xo) and a CTL formula ¢, we can construct a
graph automaton S accepting the set of graphs that satisfy ¢ [KVWO00]. This graph automaton is
linear in ¢ and it uses the Biichi acceptance condition. Using the construction Section 2.3, CTL
model checking then reduces to the membership problem of (V*,7,) in the language of a 2ABT.
EXPTIME-hardness follows. Thus, path automata capture the computational difference between
linear and branching specifications.

2.5 Model-Checking Linear-Time Properties

In this section we solve the LTL model-checking problem by a reduction to the membership problem
of 2NBP. We start by demonstrating our technique on LTL model checking of pushdown systems.
Then we show how to extend it to prefix-recognizable systems. For an LTL formula ¢, we construct
a 2NBP that navigates through the full infinite V-tree and simulates a computation of the rewrite
system that does not satisfy ¢. Thus, our 2NBP accepts the V-tree iff the rewrite system does
not satisfy the specification. Then, we use the results in Section 2.4: we check whether the given
V-tree is in the language of the 2NBP and conclude whether the system satisfies the property. For
pushdown systems we show that the tree (V*,7, ) gives sufficient information in order to let the
2NBP simulate transitions. For prefix-recognizable systems the label is more complex and reflects
the membership of a node z in the regular expressions that are used in the transition rules and the
regular labeling.
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2.5.1 Pushdown Graphs

Recall that in order to apply a rewrite rule of a pushdown system from configuration (g,x), it is
sufficient to know g and the first letter of z. We construct a 2NBP P that reads (V*,7,). The
state space of P contains a component that memorizes the current state of the rewrite system. The
location of the reading head in (V*,7,,) represents the store of the current configuration. Thus, in
order to know which rewrite rules can be applied, P consults its current state and the label of the
node it reads (note that dir(x) is the first letter of ). Formally, we have the following.

Theorem 2.5.1 Given a pushdown system R = (247, V,Q, L, T, qo,x¢) and an LTL formula ¢,
there is @ 2NBP P on V-trees such that P accepts (V*,7,) iff Gr = . The automaton P has
Q| - ||| - 20U¢D) states and the size of its transition function is ||T| - 29040,

Proof: According to Theorem 2.2.8, there is an NBW S., = (24F s W, N, wo, F) such that
L(S-,) = (24F)“ \ L(p). The 2NBP 7P tries to find a trace in G that satisfies ~¢. The 2NBP
P runs S-, on a guessed (go, Zo)-computation in R. Thus, P accepts (V*,7, ) iff there exists an
(g0, xo)-trace in Gr accepted by S-,. Such a (qgo,zo)-trace does not satisfy ¢, and it exists iff

R B~ ¢. We define P = ({V U {L}, P, 4, po, ), where

e P=W x @ x heads(T), where heads(T) C V* is the set of all prefixes of words z € V* for
which there are states ¢,¢' € Q@ and A € V such that (¢, A,z,q') € T. Intuitively, when P
visits a node x € V* in state (w, q,y), it checks that R with initial configuration (q,y - z) is
accepted by 8%,. In particular, when y = ¢, then R with initial configuration (g, x) needs
to be accepted by S%,. States of the form (w,q,¢) are called action states. From these
states S consults 7, and T in order to impose new requirements on (V*, 7). States of the
form (w,q,y), for y € V*, are called navigation states. From these states P only navigates
downwards y to reach new action states.

e The transition function 4 is defined for every state in (w, g, z) € S X @ X heads(T') and letter
in A € V as follows.

- 0((w,q,€), A) = {(1,(w',¢"sy)) : w' €n-p(w,L(g,A)) and (¢, A,y,q') € T}.
- 5(<waQay . B)’A) = {(B’ <waQ7 y))}

Thus, in action states, P reads the direction of the current node and applies the rewrite rules
of R in order to impose new requirements according to 7-,. In navigation states, P needs to
go downwards y - B, so it continues in direction B.

e po = (wp, qo, o). Thus, in its initial state P checks that R with initial configuration (g, zo)
contains a trace that is accepted by S with initial state wy.

e o= {(w,q,€) : we F and g € Q}. Note that only action states can be accepting states of
P.

We show that P accepts (V*,7,,) iff R [~ ¢. Assume first that P accepts (V*,7,). Then, there
exists an accepting run (po, o), (p1,21), ... of P on (V*,7,,). Extract from this run the subsequence
of action states (pj,,Zi, ), (Diy, Ti,), - - - As the run is accepting and only action states are accepting
states, we know that this subsequence is infinite. Let p;; = (wij,qij,s). By the definition of ¢,
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the sequence (¢;,, i, ), (¢iy» Ti, ), - - - corresponds to an infinite path in the graph Gg. Also, by the
definition of «, the run w;, ,w;,, ... is an accepting run of S—, on the trace of this path. Hence, Gr
contains a trace that is accepted by S-,, thus R [~ ¢.

Assume now that R [~ ¢. Then, there exists a path (qo, z¢), (g1, 1), - .. in Gr whose trace does

not satisfy ¢. There exists an accepting run wg, w1, ... of S, on this trace. The combination of
the two sequences serves as the subsequence of action states in an accepting run of P. It is not
hard to extend this subsequence to an accepting run of P on (V*, 7). U

2.5.2 Prefix-Recognizable Graphs

We now turn to consider prefix-recognizable systems. Again a configuration of a prefix-recognizable
system R = (X,V,Q, L, T, qo,xo) consists of a state in Q and a word in V*. So, the store content is
still a node in the tree V*. However, in order to apply a rewrite rule it is not enough to know the
direction of the node. Recall that in order to represent the configuration (¢,z) € @ X V*, our 2NBP
memorizes the state ¢ as part of its state space and it reads the node x € V*. In order to apply
the rewrite rule t; = (g, a4, Bi,7i,q'), the 2NBP has to go up the tree along a word y € a;. Then, if
T =y -z, it has to check that z € 8;, and finally guess a word ' € ; and go downwards 3’ to ¢’ - 2.
Finding a prefix y of z such that y € «;, and a new word 3’ € 4; is not hard: the 2NBP can emulate
the run of the automaton U,; while going up the tree and the run of the automaton ¢/,, backwards
while going down the guessed 3’. How can the 2NBP know that z € 3;?7 In Subsection 2.3.2 we
allowed the 2APT to branch to two states. The first, checking that z € §; and the second, guessing
y'. With 2NBP this is impossible and we provide a different solution. Instead of labeling each node
z € V* only by its direction, we can label it also by the regular expressions § for which =z € S.
Thus, when the 2NBP runs U,, up the tree, it can tell, in every node it visits, whether z is a
member of §; or not. If z € §;, the 2NBP may guess that time has come to guess a word in 7; and
run U, down the guessed word.

Thus, in the case of prefix-recognizable systems, the nodes of the tree whose membership is
checked are labeled by both their directions and information about the regular expressions . Let
{Bi,--.,Bn} be the set of regular expressions f3; such that there is a rewrite rule (g, a;, 8i,vi,¢') € T.
Let Dg, = (V, Dg,;, 13;, qgi, Fpg,) be the deterministic automaton for the reverse of the language of
Bi. For a word z € V*, we denote by 7s,(x) the unique state that Dpg, reaches after reading
the word zf. Let © = V x Ii<;<pDg,. For a letter 0 € %, let oli], for i € {0,...n}, denote
the i-th element in o (that is, 0[0] € V and ofi] € Dg, for ¢ > 0). Let (V* 75) denote the
Y-labeled V-tree such that 7g(e) = (J_,qgl,...,qgn), and for every node A -z € V1, we have
T8(A-z) = (A,ng, (A x),...,m,(A-x)). Thus, every node z is labeled by dir(z) and the vector
of states that each of the deterministic automata reach after reading z. Note that 75(z)[i] € Fp, iff
x is in the language of 8;. Note also that (V*,73) is a regular tree whose size is exponential in the
sum of the lengths of the regular expressions f1, ..., By

Theorem 2.5.2 Given a prefiz-recognizable system R = (3,V,Q,L,T,qo,z0) and an LTL formula
@, there is a 2NBP P such that P accepts (V*,15) iff R = ¢. The automaton P has |Q| - (|Qal +

Q1) - |T| - 20U¢D) states and the size of its transition function is |T)|| - 20(#D).

Proof: As before we use the NBW S, = (24 W, Ny Wo, F').
We define P = (3, P, §, ppcr) as follows.
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o =V xTI", Dy

o P={(w,q,ti,s) |l weW, geQ, ti=(¢,,0i,7,q9) €T, and s € Qq; UQ~,}

Thus, P holds in its state a state of S-,, a state in @), the current rewrite rule being applied,
and the current state in Qo or Q,. A state (w,q,(q,®,Bi, 7, q),s) is an action state if
s is the initial state of U,,, that is s = q?ri. In action states, P chooses a new rewrite
rule ty = (g, a,Bir,vi,q'). Then P updates the S-, component according to the current
location in the tree and moves to ¢° , the initial state of Ua, - Other states are navigation
states. If s € Q,, is a state in U, l(that is not initial), then P chooses a direction in the
tree, a predecessor of the state in (), reading the chosen direction, and moves in the chosen
direction. If s € Q, is a state of U,, then P moves up the tree (towards the root) while
updating the state of Uy,,. If s € F,,, is an accepting state of U,, and 7(z)[i] € Fp, marks
the current node = as a member of the language of ; then P moves to some accepting state
s € F,, of Uy, (recall that initial states and accepting states have no incoming / outgoing
edges respectively).

e The transition function § is defined for every state in P and letter in ¥ = V x II'_ Dg; as
follows.

/

t; = <qlaaia/3ia7’iaq> U
s' € g, (s,0[0])

ti = <q,7aia/8ia7i7q>a s € Qa

(6, <waQ7tia3,>) se Faia s'e F’yia

and o[i] € Fpg,

{1t ,90)

5((w, q,ti,5),0) = 3 {(B, (w, q, i, )

ti = (q, i, Bi, i 9) } U
s€ny(s,B)and BeV

t = {q', s, Bi, %> 9),

ty = <Qa Ay, ﬁ’i' » Vil q”>7

w' € n-p(w, L(g, o[0])),

§= qgi and sp = qgi,

s€Q,
(67 <’UJ’, q”a ty ) 50))

\

Thus, when s € @, the 2NBP P either chooses a successor s’ of s and goes up the tree or in
case s is the final state of U,, and o[i] € Fp, then P chooses an accepting state s’ € F,, of
U,

When s € @, the 2NBP P either guesses a direction B and chooses a predecessor s’ of s
reading B or in case s = q%_ is the initial state of i,,, the automaton P updates the state of

S-y, chooses a new rewrite rule ¢ = (g, oy, Bir,vir, ¢"") and moves to qgi,, the initial state of
Uy,

e po = (wo, qo,t, zo) where ¢ is an arbitrary rewrite rule.

Thus, P navigates down the tree to the location zy. There, it chooses a new rewrite rule and
updates the state of S, and the () component accordingly.

o a—= {<waqatia8> | weEF, qgeq, t;= <q,aaia/8ia7iaq>7 and s = qu}
Only action states may be accepting. As initial states have no incoming edges, in an accepting
run, every navigation stage is finite.
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As before we can show that a trace that violates ¢ and the rewrite rules used to create this trace
can be used to produce a run of P on (V*,75)

Similarly, an accepting run of P on (V*,73) is used to find a trace in G that violates . [

We can modify the conversion of 2NBP to eABW described in Section 2.4 for this particu-
lar problem. Instead of keeping in the state of the eABW a component of the direction of the
node A € V U{L} we keep the letter from ¥ (that is, the tuple (4,q1,...,q,) € V x II?_; Dg,).
When we take a move forward in the guessed direction B € V we update (A,q1,...,q,) to
(B,ns,(q1,B),...,n8,(qn,B)). This way, the state space of the resulting eABW does not contain
(IT"_, Dg,)? but only 11", Dg,.

Combining Theorems 2.5.1, 2.5.2, and 2.4.3, we get the following.

Theorem 2.5.3 The model-checking problem for a rewrite system R and an LTL formula ¢ is
solvable

o in time |T||® - 2°0¢D and space ||T||? - 2°U¢) when R is a pushdown system.

e in time |T||? - 200¢1+1QsD) and space |T||? - 200¢/ 1981 when R is a prefiz-recognizable system.
The problem is EXPTIME-hard in |Qg| even for a fized formula.

For pushdown systems (the first setting), our complexity coincides with the one in [EHRSO00].
In Appendix 2.B, we prove the EXPTIME lower bound in the second setting by a reduction from
the membership problem of a linear space alternating Turing machine. Thus, our upper bounds
are tight.

2.6 Relating Regular Labeling with Prefix-Recognizability

In this section we consider systems with regular labeling. We show first how to extend our ap-
proach to handle regular labeling. Both for branching-time and linear-time, the way we adapt our
algorithms to handle regular labeling is very similar to the way we handle prefix-recognizability. In
the branching-time framework the 2APT guesses a label and sends a copy of the automaton for the
regular label to the root to check its guess. In the linear-time framework we include in the labels of
the regular tree also data regarding the membership in the languages of the regular labeling. Based
on these observations we proceed to show that the two questions are intereducible. We describe a
reduction from p-calculus (resp., LTL) model checking with respect to a prefix-recognizable system
with simple labeling function to p-calculus (resp., LTL) model checking with respect to a push-
down system with regular labeling. We also give reductions in the other direction. We note that
we cannot just replace one system by another, but we also have to adjust the p-calculus (resp.,
LTL) formula.

2.6.1 Model-Checking Graphs with Regular Labeling

We start by showing how to extend the construction in Subsection 2.3.2 to include also regular
labeling. In order to apply a transition of the graph automaton S, from configuration (g,z) our
2APT A has to guess a label o € X, apply the transition of S reading o, and send an additional
copy to the root that checks that the guess is correct and that indeed z € R, 4. The changes to the
construction in Subsection 2.3.1 are similar.
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Theorem 2.6.1 Given a prefiz-recognizable rewrite system R = (3,V,Q,T, L, qp, xo) where L is a
regular labeling function and a graph automaton S = (X, W, 6, wq, F'), we can construct a 2APT A
over (V U{Ll})-labeled V -trees such that A accepts (V*,7,) iff Gr satisfies S. The automaton A
has O(|Q| - (|IT|| + ||LI|) - |V'|) states, and its indez is the index of S plus 1.

Proof: We take the automaton constructed for the case of prefix-recognizable systems with simple
labeling A = (V U{L}, P,n,po, @) and modify slightly its state set P and its transition 7.

¢ P=P UP,UP; where P, = {3V} x W xQ xT x (QaUQy) and P, = {3,V} xT xQp
are just like in the previous proof and P3 = (J, 5 quQ (Qs,q includes all the states of the
automata for the regular expressions appearing in L.

e The definition of apply, does not change and so does the transition of all navigation states.
In the transition of action states, we include a disjunction that guesses the correct labeling.
For a state (d,w, q,t;,s) € P; such that t; = (¢, i, 5i,7i,q) and s = qgi we have

n((dawa% ti, 8),A) = \/ (qg,q A applyT(5(w,a),ti,s))
DY

For a state s € Q5,4 and letter A € V U {L} we have

VS’Epa-,q(S,A) (T) 8,) A 7& 1
n(s,A) = ¢ true A=1and s € F,,
false A=_Llands ¢ Foyq

O

Theorem 2.6.2 The model-checking problem for a pushdown or a prefiz-recognizable rewrite sys-
tem R=(X,V,Q, L, T,qo,x0) with a regular labeling L and a graph automaton S = (X, W, 6, wo, F),
can be solved in time exponential in nk, where n = |W|-|Q|-||T||-|V|+ || L||-|V| and k is the index
of S.

We show how to extend the construction in Subsection 2.5.2 to include also regular labeling.
We add to the label of every node in the tree V* also the states of the deterministic automata
that recognize the reverse of the languages of the regular expressions of the labels. The navigation
through the V-tree proceeds as before, and whenever the 2NBP needs to know the label of the
current configuration (that is, in action states, when it has to update the state of S-,), it consults
the labels of the tree.

Formally, let {R1,...,R,} denote the set of regular expressions R; such that there exist some
state ¢ € @ and proposition p € AP with R; = R, ,. Let Dg, = (V, DRpUqug)ziaFRﬂ be the
deterministic automaton for the reverse of the language of R;. For a word z € V*, we denote by
nr,(z) the unique state that Dg, reaches after reading the word 2R Let ¥ =V x Ii<i<nDg,;.
For a letter o € ¥ let ofi], for i € {0,...,n}, denote the i-th element of 0. Let (V*,7,) be
the X-labeled V-tree such that 7, (¢) = (J.,q%l, - ,qORn) and for every node A-x € VT we have
7, (A z) = (Anr, (A-xz),...,nr, (A x)). The 2NBP P reads (V*,7,). Note that if the state
space of P indicates that the current state of the rewrite system is ¢ and P reads the node z, then
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for every atomic proposition p, we have that p € L(q,z) iff 7, (z)[i]] € Fg,;, where i is such that
R; = R, ;. In action states, P needs to update the state of S-,, which reads the label of the current
configuration. Based on its current state and 7,, the 2NBP P knows the letter with which S-,
proceeds.

If we want to handle a prefix-recognizable system with regular labeling we have to label the nodes
of the tree V* by both the deterministic automata for regular expressions ; and the deterministic
automata for regular expressions R 4. Let (V*,7, ) be the composition of (V*, 75) with (V*,7,).

Notice that (V*,7,) and (V*,7, ) are regular, with |7, | = 20(IL1D and 751l = 20(1QsI+IZID
Theorem 2.6.3 Given a prefiz-recognizable system R = (X,V,Q, L, T, qo, o) where L is a reqular
labeling and an LTL formula ¢, there is a 2NBP S such that S accepts (V*,15.1) iff R [~ . The
automaton S has |Q| - (|Qal + Q) - |IT|| - 20U¢D) states and the size of its transition function is
|l . 90(l¢l)

Note that Theorem 2.6.3 differs from Theorem 2.5.2 only in the labeled tree whose membership
is checked. Combining Theorems 2.6.3 and 2.4.3, we get the following.

Theorem 2.6.4 The model-checking problem for a prefiz-recognizable system R with reqular label-
ing L and an LTL formula @ is solvable in time || T||3-20021+1Q6+IL) and space | T||?-200 @1 +@sHILI),

For pushdown systems with regular labeling an alternative algorithm is given in Theorem 2.2.4.
This, together with the lower bound in [EKSO01], implies EXPTIME-hardness in terms of | L|.
Thus, our upper bound is tight.

2.6.2 Prefix-Recognizable to Regular Labeling

We give a reduction from pu-calculus and (resp., LTL) model checking of prefix-recognizable systems
to p-calculus (resp., LTL) model checking of pushdown systems with regular labeling. Given a
prefix-recognizable system we describe a pushdown system with regular labeling that is used in
both reductions. We then explain how to adjust the p-calculus or LTL formula.

Theorem 2.6.5 Given a prefiz-recognizable system R = (24T V,Q, L, T, qo, o), a graph automa-
ton S, and an LTL formula o, there is a pushdown system R' = (247 V,Q', L', T', g}, xo) with
a regular labeling function, a graph automaton S', and an LTL formula ¢', such that R = S iff
R =8 and R iff B ¢, Furthermore, Q'] = Q| x |T] x (1Qal + 1Q,]), I’ = O(IT),
IL|| = |Qgl, |S'| = O(|S]), the index of S' equals the index of S plus one, and |¢'| = O(|¢|). The
reduction is computable in logarithmic space.

The idea is to add to the configurations of R labels that would enable the pushdown system to
simulate transitions of the prefix-recognizable system. Recall that in order to apply the rewrite rule
(q,, B,7,q') from configuration (g, z), the prefix-recognizable system has to find a partition y-z of
z such that the prefix ¢ is a word in a and the suffix z is a word in . It then replaces y by a word
y' € 7. The pushdown system can remove the prefix y letter by letter, guess whether the remaining
suffix z is a word in 8, and add ¢ letter by letter. In order to check the validity of guesses, the
system marks every configuration where it guesses that the remaining suffix is a word in 8. It then
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consults the regular labeling function in order to single out traces in which a wrong guess is made.
For that, we add a new proposition, not_wrong, which holds in a configuration iff it is not the case
that pushdown system guesses that the suffix z is in the language of some regular expression r and
the guess turns out to be incorrect. The pushdown system also marks the configurations where it
finishes handling some rewrite rule. For that, we add a new proposition, ch-rule, which is true only
when the system finishes handling some rewrite rule and starts handling another.

The pushdown system R’ has four modes of operation when it simulates a transition that follows
a rewrite rule (g, @, 3,7,¢'). In delete mode, R' deletes letters from the store z while emulating a
run of U,,. Delete mode starts from the initial state of U,,, from which R’ proceeds until it reaches
a final state of U,,. Once the final state of U,, is reached, R’ transitions to change-direction mode,
where it does not change the store and just moves to a final state of I,,, and transitions to write
mode. In write mode, R’ guesses letters in V' and emulates the run of I, on them backward, while
adding them to the store. From the initial state of U,, the pushdown system R’ transitions to
change-rule mode, where it chooses a new rewrite rule (¢’, a;s, Bir,7i,¢") and transitions to delete
mode. Note that if delete mode starts in configuration (g, z) it cannot last indefinitely. Indeed, the
pushdown system can remove only finitely many letters from the store. On the other hand, since
the store is unbounded, write mode can last forever. Hence, traces along which ch-rule occurs only
finitely often should be singled out.

Singling out of traces is done by the automaton S’ and the formula ¢’ which restrict attention
to traces in which not_wrong is always asserted and ch-rule is asserted infinitely often.

Formally, R’ has the following components

e AP' = AP U {not_wrong, ch-rule}.

o Q' =Q xT x ({ch-dir, ch-rule} U Qo U Q). A state (g,t,s) € Q' maintains the state ¢ € Q
and the rewrite rule ¢ currently being applied. the third element s indicates the mode of
R'. Change-direction and change-rule modes are indicated by a marker. In delete and write
modes, R’ also maintains the current state of U, and U,.

e For every proposition p € AP, we have p € L'(q,z) iff p € L(q,z). We now describe the
regular expression for the propositions ch-rule and not_wrong. The proposition ch-rule holds
in all the configuration in which the system is in change-rule mode. Thus, for every q¢ € Q
and t € T, we have Rig; ch-rute),ch-rute = V* and Ry ¢y ch-rute = 0 for ¢ # ch-rule. The
proposition not_wrong holds in configurations in which we are not in change-direction mode,
or configuration in which we are in change-direction mode and the store is in 3, thus changing
direction is possible in the configuration. Formally, for every ¢ € Q and t = (¢', o, 8,7,q) € T,
we have R(q,t,ch-dir),not_wrong = and R(q,t,(),not_wmny =V for ¢ # ch-dir.

e gy = (qo, 1, ch-rule) for some arbitrary rewrite rule .

The transition function of R’ includes four types of transitions according to the four operation
modes. In change-direction mode, in configuration ({(g,t, ch-dir),z) that applies the rewrite rule
t = (¢, i, Bi, Vi, q), the system R’ does not change z, and moves to a final state s € F,, of U,,. In
change rule mode, in configuration ({(g, t, ch-rule), z), the system R’ does not change z, it chooses
a new rewrite rule t = (q, a;7, By, i, q'), changes the @ component to ¢’, and moves to the initial
state ¢J , of Uy, - In delete mode, in configuration ({g,t,s),z), for t = (¢', a;, Bi, %, q) and s € Qq;,
the systzem R' proceeds by either removing one letter from z and continuing the run of U,,, or if
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s € F,, is an accepting state of U, then R’ leaves z unchanged, and changes s to ch-dir. In write
mode, in configuration ({(g,t, s),z), for t = (¢, a4, Bi, Vi, q) and s € Q»,, the system R’ proceeds by
either extending = with a guessed symbol from V' and continuing the run of 4, backward using the
guessed symbol, or if s = q9w then R’ leaves z unchanged and just replaces s by ch-rule. Formally,

T =T pute Y Topgiy U To, U Ty, where
o Tl e = {({a,t, ch-rule), A, A, (¢, t',5)) | t' = (q,,Bi,7%i,¢'), s=¢f and Ae V}.

b Téh—dir = {(<q7ta Ch'dir)aAaAa <Q7tas>) | t= <q,aai7/8ia'7ia Q>a s € F’Yia and 4 € V}

Note that the same letter A is removed from the store and added again. Thus, the store content
of the configuration does not change.

o T = {(<Q7ta3>7Aa€7 <Q7t7 31)) | = <qlaai7/8i77i7q)a s € Qaa s'e Pai(SaA)a and A € V}U
@ {(<q7t73>aA7A7 <Q7t7 Ch'dé”l)) | t= <qlaai7ﬁi57iaq>a S Qaa s € Faia and A € V}

. T’IY =
{(<Q7t73>7Aa AB7 <q7t73,)) | = <q,aaia/8ia’y’iaq>a s € Q’)’a s € p’Yi(slaB)a and AaB € V}U
{((qata‘S)aAaA’ <q7ta Ch—’f‘UlC)) | t= <qlvaia6ia7iaQ>7 s € Q’ya § = q'ez and A € V} .

As final states have no outgoing edges, after a state (g, (¢, a4, 5i, Vi, q), s) for s € F,, we always
visit the state (g, t, ch-dir). Similarly, as initial states have no incoming edges, we always visit the
state (g, t, ch-rule) after visiting a state (q, (¢', @i, Bi, i, q), qf)ﬁ).

The automaton S’ adjusts S to the fact that every transition in R corresponds to multiple
transitions in R’. Accordingly, when S branches universally, infinite navigation stages and states
not marked by not_wrong are allowed. Dually, when S branches existentially, infinite navigation
stages and states not marked by not_wrong are not allowed.

Formally, let S = (3, W, §, wg, F). We define, ' = (X, W', §', wp, a) where

e W' =W U ({V,3} x W) Intuitively, when S’ reads configuration (¢,z) and transitions to
Jw it is searching for a successor of (¢,z) that is accepted by S¥. The state Jw navigates
to some configuration reachable from (g, z) of R’ marked by ch-rule. Dually, when S’ reads
configuration (g, x) and transitions to Vw it is searching for all successors of (g, z) and tries to
ensure that they are accepted by S%. The state Vw navigates to all configurations reachable
from (g, z) of R' marked by ch-rule.

e For every state w € W and letter 0 € X, the transition function §’ is obtained from § by
replacing every atom of the form Ow by O(Vw) and every atom of the form ¢w by ¢(Jw).
For every state w € W and letter o € X, we have

true o [~ not_wrong

§'(Vw,0) =< (e,w) o | not_wrong A ch-rule
(O0,Yw) o = not_wrong A —ch-rule

false o [~ not_wrong

8 (Fw,0) =< (e,w) o not_wrong A ch-rule
(0,3w) o = not_wrong A ~ch-rule
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e « is obtained from F by including all states in {V} x W as the maximal even set and all states
in {3} x W as the maximal odd set.

Claim 2.6.6 GR |= S ‘lﬁ GRI |= Sl

Proof: Assume that Gg = S'. Let (I”,7') be an accepting run of &’ on Gg. We construct an
accepting run (T',7) of S on G based on the subtree of nodes in 7" labeled by states in W (it
follows that these nodes are labeled by configurations with state ch-rule). Formally, we have the
following. We have r'(¢) = ((qo, Zo),wo). We add to T the node e and label it r(¢) = ((qo, o), wo)-
Given a node z € T labeled by r(2) = ((¢,z),w), it follows that there exists a node 2’ € T labeled
by (') = ((¢,z),w). Let {((g;, i), w;)}icr be the labels of the minimal nodes in 7" labeled by
states in W. We add |I| successors {a;z}icr to z in T' and label them r(a;z) = ((gi, i), w;). From
the definition of R’ it follows that (T',r) is a valid run of S on Gg. As every infinite path in T
corresponds to an infinite path in 7" all whose nodes are marked by configurations marked by
not_wrong and infinitely many configurations are marked by ch-rule it follows that (7,r) is an
accepting run.

In the other direction, we extend an accepting run tree (T',r) of § on G into an accepting run
tree of 8’ on Gr by adding transitions to {V,3} x W type states. ]

Corollary 2.6.7 Given a prefix-recognizable system R and a graph automaton S with n states and
indez k, we can model check S with respect to R in time ezponential in n -k - ||T)||.

Finally, we proceed to the case of an LTL formula ¢. The formula ¢’ is the implication ¢} — ¢,
of two formulas. The formula ¢/ holds in computations of R’ that correspond to real computations
of R. Thus, ¢} = Onot_wrong AOQch-rule. Then, ¢}, adjusts ¢ to the fact that a single transition
in R corresponds to multiple transitions in R'. Formally, ¢ = f(¢), for the function f defined
below.

p) = p for a proposition p € AP

—a) = ~f(a), flaVb) = f(a) Vv f(b), and f(a Ab) = f(a) A f(D).
aldb) = (ch-rule — f(a))U(ch-rule A f(b))

Claim 2.6.8 Gp = ¢ iff Gr = ¢

We first need some definitions and notations. We define a partial function g from traces in G g/
to traces in Gg. Given a trace 7' in Ggr, if ©’ [~ ¢! then g(n') is undefined. Otherwise, denote

= (p67w0)7 (p},w1),... and

g(n') = { (p,wo),9(7sy) Py = (p, t, ch-rule)

g(7%))  py={(p,t,a) and a # ch-rule
Thus, g picks from 7’ only the configurations marked by ch-rule, it then takes the state from Q that
marks those configurations and the store. Furthermore given two traces 7’ and g(7') we define a
matching between locations in 7’ in which the configuration is marked by ch-rule and the locations
in g(n'). Given a location 7 in g(7') we denote by ch(i) the location in 7’ of the i-th occurrence of
ch-rule along 7'
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Lemma 2.6.9 1. For every trace @' of Ggr, g(7') is either not defined or a valid trace of Gg.
2. The function g is a bijection between domain(g) and the traces of Gg.

3. For every trace 7' of Gr such that g(7') is defined, we have (7', ch(2)) = f(¢) iff (9(7'),i) E ¢

Proof: 1. Suppose g(7') is defined, we have to show that it is a trace of Gg. The first pair in 7’
is ((qo, t, ch-rule), zy). Hence g(n') starts from (go,zo). Assume by induction that the prefix
of g(7') up to location 7 is the prefix of some computation in Gr. We show that also the prefix
up to location i+1 is a prefix of a computation. Let ({(q,t, ch-rule),z) be the i-th ch-rule
appearing in 7', then the i-th location in g(n') is (g, z). The computation of R’ chooses some
rewrite rule ¢; = (g, i, 5;,%,¢") € T and moves to state (¢',%;,s) where s = ¢3.. It must
be the case that a state (¢, t;, ch-dir) appears in the computation of R’ after location ch(z).
Otherwise, the computation is finite and does not interest us. The system R’ can move to
a state marked by ch-dir only from s € F,,, an accepting state of U,,. Hence, we conclude
that z = y - z where y € «;. As not_wrong is asserted everywhere along 7’ we know that
z € B;. Now R' adds a word ¢ in ; to z and reaches state ((¢/,t', ch-rule),y’ - z). Thus, the
transition ¢ is possible also in R and can lead from (¢, - 2) to (¢, vy’ - 2).

2. It is quite clear that g is an injection. As above, given a trace m in Gr we can construct the
trace 7' in G such that g(7') = 7.

3. We prove that (m,i) | ¢ iff (7', ch(i)) | ¢ by induction on the structure of ¢.

e For a boolean combination of formulas the proof is immediate.

e For a proposition p € AP, it follows from the proof above that if in location 4 in g(7')
appears state (g,z) then in location ch(i) in «' appears state ((q,t, ch-rule),z). By
definition p € L(q, z) iff p € L'({q, t, ch-rule), ).

e For a formula ¢ = 11U1pe. Suppose (g(7'),7) E ¢. Then there exists some j > i such
that (g(7'),7) E 12 and for all i < k < j we have (g(n'),k) = 91. By the induction
assumption we have that (7',ch(j)) E f(¢2) (and clearly, (7',ch(j)) | ch-rule), and
for all i« < j < k we have (7', ch(k)) = 1. Furthermore, as every location marked by
ch-rule is associated by the function ch to some location in g(7') all other locations are
marked by —ch-rule. Hence, (7', ch(i)) = (ch-rule — f(11))U(f(12) A ch-rule).

The other direction is similar.

e For a formula ¢ = (O the argument resembles the one above for U.

O

We note that for every trace 7’ and g(n') we have that ch(0) = 0. Claim 2.6.8 follows immedi-
ately.

If we use this construction in conjunction with Theorem 2.2.4, we get an algorithm whose
complexity coincides with the one in Theorem 2.5.3.

Corollary 2.6.10 Given a prefiz-recognizable system R and an LTL formula ¢ we can model check
© with respect to R in time O(||T||?) - 208D . 200¢1) and space O(||T||?) - 201251 . 20(l#D).
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Notice, that for LTL, we change the formula itself while for u-calculus we change the graph
automaton resulting from the formula. Consider the following function from p-calculus formulas
to p-calculus formulas.

e For p € AP we have f(p) = ch-rule A p.
—a) == f(a), f(aVb) = f(a)V f(b), and f(aAb) = f(a) A f(b).
Oa) = OvX(f(a) A ch-rule V ~not_wrong V = ch-rule ANOX)

o f(
o f(
e f(Ga)
o f(
o f(

OuX(f(a) A ch-rule A not_wrong V —ch-rule A not_wrong A ¢X)

uXa(X)) = uX(ch-rule A f(a(X)))
vXa(X)) =vX(ch-rule A f(a(X)))

We claim that R = ¢ iff R’ = f(¢). However, the alternation depth of f(1) my be much larger
than that of 9. For example, ¢ = pX(p A O(—-p AO(X A pY (¢ VOY)))) is alternation free, while
f () is of alternation depth 3. This kind of transformation is more appropriate with the equational
form of p-calculus where we can declare all the newly added fixpoints as minimal and incur only

an increase of 1 in the alternation depth.

We note that since we end up with a pushdown system with regular labeling, it is easy to extend
the reduction to start with a prefix-recognizable system with regular labeling. It is left to show the
reduction in the other direction.

2.6.3 Regular Labeling to Prefix-recognizable

We show that we can also reduce the problem of y-calculus (resp., LTL) model checking of pushdown
graphs with regular labeling, to the problem of p-calculus (resp., LTL) model checking of prefix-
recognizable graphs. This time we use different modifications of the system. With branching-time
formalisms we can mark a letter true by adding a special successor. This is impossible in linear-time.

Theorem 2.6.11 Given a pushdown system R = (X,V,Q,T, L, qo, o) with a regular labeling func-
tion and a graph automaton S, there is a prefiz-recognizable system R' = (X,V,Q',T",L’, q, zo)
with simple labeling and a graph automaton S’ such that R = S iff R' E S'. Furthermore,
Q| = [Q + [, Q] + 1@ = O(ITI), and |Qp| = ||L|l. The reduction is computable in log-

arithmic space.

Let ¥ = {o01,...,0n}. The idea behind the reduction is as follows. The state space of R’ is
Q U X. Given some configuration (q,z) of R’ such that (g, z) is labeled by ¢ in R, we add in R a
transition to configuration (o, z). Basically, R’ is identical to R with these additional transitions.

Given a pushdown system R = (X,V,Q, T, L, qy, zo) with a regular labeling function, we con-
struct a prefix-recognizable system R' = (X', V,Q',T', L', q9, o) with simple labeling as follows.

e X =X U{op}. The letter op marks all original configurations of R.

e @' = QUX. The state o is labeled by o.
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o T'=TU{(g,¢,Ro,q.€,0) | 0 € £}. We abuse notation and write a transition (g, 4,z,¢') € T
as a prefix-recognizable transition. In addition, in state ¢, when the store content is in R, 4
we add a transition to state o.

e Forge @Q and A € V we set L'(q,A) = o9 and L'(0,A) = 0.

The graph automaton &’ uses the states of S in addition to X (as states). The transition of a
state o € 3 is defined only for the letter 0. For other states, we guess a label o, use the transition
using this letter and check that the current state has a successor labeled o.

Let S = (%, 8,4, s0,F). We set §' = (3, 5",¢,59,F) where S’ = SUZX and the transition ¢’
is defined as follows. For s € S and o € %, let §”(s,0) denote the formula in BT (A x §') that is
obtained from §(s, o) by replacing an atom Ot by O(t A 0¢), and an atom Ot by O(o¢g — ¢). Now
for every state s € S’ and letter o € ¥ the transition function §’ is defined as follows.

false s€ S and a % o

5,(3 a) — VUEE OU A 61,(870) S € S and o = 0y
) false s€Yand a # s
true se€Xanda=3s

Claim 2.6.12 Gr =S iff Gp = &'

Proof: We translate an accepting run tree of S on Gg to an accepting run tree of S’ on G by
adding visits to the configurations with states in 3.

In the other direction, we simply remove from the run tree of S’ all states in . ]

Theorem 2.6.13 Given a pushdown system R = (QAP,V,Q,T,L,qo,xO) with a regular labeling
function and an LTL formula o, there is a prefiz-recognizable system R' = (247" V,Q", T', L', ¢, z¢)
with simple labeling and an LTL formula ¢' such that R |= ¢ iff R' = ¢'. Furthermore, |Q'| =
o(|Q] - \AP|), |Q'a| +1Q,| = O(||T||), a@d Q5] = 2 yet the automata for Qf are deterministic.
The reduction is computable in polynomial space.

Let AP = {p1,...,pn} be the set of atomic propositions. The idea behind the reduction is
as follows. The state space of R is @ x ({start} U AP) x {L,T}. We replace a configuration
(g,z) in R by a sequence (({q, start, L), z), ({(q,p1,A1),%),---,({(q,PnsAn),x)) of n+1 configura-
tions in R, where \; = L if £ ¢ Ryp, and A\ = T if z € Ry,,. Each of the last n states
corresponds to one of the propositions in AP. The new rewrite rule checks that the marking of
1 and T is indeed correct by matching the regular expression 8 of the transition with the regular
expression of the proposition. For that, we use two types of transition rules. First, the transi-
tion rule ((q,pi—1,(), €, R p;»€ (q,pi, T)) marks p; as true and makes sure that z € R,,,. Second,
({q,pi—1,(), €, ﬁq,pia €, (q,pi, L)), where R is the regular expression for the complement of R, marks
p; as false and makes sure that z ¢ R, ,,. The automaton Z;{Vq,pi that recognizes the language of ﬁq,pi
may be exponentially larger than U, p,. Thus, the system R’ may be exponentially larger than R.
However, reasoning about the correctness of R’ requires the automata for the regular expressions to
be deterministic, thus although R’ may be exponentially larger than R, the model-checking problem
of R’ is only exponential in ||L|| and not doubly exponential.

Given a pushdown system R = (24, V,Q, T, L, qo, zo) with a regular labeling function, we con-
struct a prefix-recognizable system R' = (247 |V, @', T', L', g}, zo) with simple labeling as follows.
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e AP' = AP U {start}. The proposition start marks the beginning of the sequence of length
n+1 states of G that relates to one state of Gp.

e Q' =(Qx AP x {1, T}) U(Q x {start}). A state (¢,z) in G relates to the sequence that
starts with ((g, start), z), continues to ({g, p1, A1), z) where A; is as before, and then proceeds
to ({g,p2, A2), z) and forward until ({g, pn, An), z).

((g, start), z) = {start}.
((Qapa T), 55') = {p}
’ ta?"t>,€,R ,6,<q,p1,T)),
[ ] TI = <<q § NQapl c
° { <<C], Sta’Tt>’6’ Rq,pl,f, <Q7p1aL>) 7 Q
For 1 <4 < n we have

T — { <<Qapi7a)a67 Rq,pi+176a <q7pi+1’—|—>)7 ‘ qgc Q and }

' <<Qapi7 Ol), €, Rq,pi+1 » € <Q7pi+1a J—)) o€ {J—’ T}

Ty ={((¢: pn, @), A, V™, {z}, (¢, start)) | ¢ € Q, a« € {L, T}, and (g, 4,z,¢') € T}
Finally, we have T" = (J;_, T;. Thus, from a configuration marked by p; we move to a state
marked by p; 41 without changing the store contents. We mark p;;1 as true or false according

to the store. From a configuration marked by p,, we apply a new rewrite rule according to
the first letter in the store.

LI
LI
LI

. q6 = (qo, start).

In order to define the LTL formula ¢’ we define the function f from LTL formulas to LTL
formulas as follows. Intuitively, f(¢) adjusts ¢ to the representation of a single state and its
labeling by a chain of |AP|+1 states (we assume that |AP| = n).

e For the proposition p; € AP we have f(p;) = O'p;

o f(ma) ==f(a), flaVb)=fla)V f(b), and f(a Ab) = f(a) A f(b).
o flaldb) = (start — f(a))U(f(b) A start)

o f(Oa) = 0" f(a)

Claim 2.6.14 Gy |= ¢ iff G |= f(p)

Proof: Consider a trace m in Gg that does not satisfy ¢. Consider the trace 7’ where every
configuration (g, z) in 7 is replaced by the sequence (g, start), (¢, p1,01),- .., (¢, Pn, @) where a; is
T iff z € R, 4. Tt is simple to see that 7’ is a trace of G and that w,i |= ¢ iff @/, (n+1)i = f(y).

In the other direction, we replace every sequence of n+1 configurations by a single configuration.

O

If we use this construction in conjunction with Theorem 2.5.3, we get an algorithm whose
complexity coincides with the one in [EKSO01].
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2.7 Realizability and Synthesis

In this section we show that the automata theoretic approach can be used also to solve the realiz-
ability and synthesis problems for branching time and linear time specifications of pushdown and
prefix-recognizable systems. We start with a definition of the realizability and synthesis problems
and then proceed to give algorithms that solve these problems for y-calculus and LTL.

Given a rewrite system R = (X,V,Q, L, T, qo, xo) and a partition of T' to {711, ..., T}, a strategy
of R is a function f : @ x V* — [m]. The function f restricts the graph G so that from a
configuration (g, z) € @ x V*, only f(q,x) transitions are taken. Formally, R and f together define
the graph Gg s = (£,Q x V*,p, (g0, o), L), where p((g,),(¢',y)) iff f(g,z)=i and there exists
t € T; such that p:((¢g,z),(¢',y)). Given R and a specification 1 (either a graph automaton or an
LTL formula), we say that a strategy f of R is winning for ¢ iff G ; satisfies 9. Given R and
the problem of realizability is to determine whether there is a winning strategy of R for . The
problem of synthesis is then to construct such a strategy. The setting described here corresponds
to the case where the system needs to satisfy a specification with respect to environments modeled
by a rewrite system. Then, at each state, the system chooses the subset of transitions to proceed
with and the environment provides the rules that determine the successors of the state.

Similar to Theorems 2.3.2 and 2.5.2 we construct automata that solve the realizability problem
and provide winning strategies. The idea is simple: a strategy f : @ x V* — [m] can be viewed
as a V x [m]-labeled V-tree. Thus, the realizability problem can be viewed as the problem of
determining whether we can augment the labels of the tree (V*,7,,) by elements in [m], and accept
the augmented tree in a run of A in which whenever A reads an entry i € [m], it applies to the
transition function of the specification graph automaton only rewrite rules in 7;.

We give the solution to the realizability and synthesis problems for branching-time specifications.
Given a rewrite system R and a graph automaton S, we show how to construct a 2APT A such
that the language of A is not empty iff S is realizable over R.

Theorem 2.7.1 Given a rewrite system R = (X,V,Q, L,T, qo, o), a partition {T1,...,Tn} of T,
and a graph automaton S = (X, W, 6, wy, F), we can construct a 2APT A over ((V U{L}) x [m])-
labeled V -trees such that L(A) contains ezactly all the V -ezhaustive trees whose projection on [m]
is a winning strategy of R for S. The automaton A has O(|W|-|Q|-||T||-|V|) states, and its indez
is the index of S (plus 1 for a prefiz-recognizable system,).

Proof: Unlike Theorem 2.3.2 here we use the emptiness problem of 2APT instead of the mem-
bership problem. It follows that we have to construct a 2APT that ensures that its input tree
is V-exhaustive and that the strategy encoded in the tree is winning. The modification to the
construction in the proof of Theorem 2.3.2 are simple. Let A’ denote the result of the construction
in Theorem 2.3.1 or Theorem 2.3.2 with the following modification to the function apply;. From
action states we allow to proceed only with transitions from 7;, where 7 is the [m] element of the
letter we read. For example, in the case of a pushdown system, we would have for c€ A, w € W,
g€ Q,AcV and i € [m] (the new parameter to apply;, which is read from the input tree),

<57 (w,q,e)) Ifec=¢
appl?/T(C, w,q, A, Z) = /\(Q,A,y,q’)eTi <T’ (,w’ ql’ y)> If ¢ =0
V(‘LA’Z‘/,(I’)ET,' <T7 (w7 qla y)) Ifc= <>
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We now construct the automaton A” = (VU{L} x [m]),(VU{L}), p,bot,{V}) of index 1 (i.e.,
every valid run is an accepting run) such that for every A, B € V U{Ll} and i € [m] we have

P4, (B,5) = { false A+#+B
It follows that A’ accepts only V-exhaustive trees. Finally, we take A = A’ A A" the conjunction
of the two automata. ]

Let n = |[W|-|Q|-||T||-|V|, let k be the index of S, and let I' = (VU{_L}) x[m]. By Theorem 2.2.5,
we can transform A to a nondeterministic one-way parity tree automaton A with 20(nk) gtates and
index O(nk).®2 By [Rab69, Eme85], if N is nonempty, there exists a I'-labeled V-tree (V*, f) such
that for all v € T', the set X, of nodes z € V* for which f(z) = 7 is a regular set. Moreover,
the nonemptiness algorithm of A/, which runs in time exponential in nk, can be easily extended
to construct, within the same complexity, a deterministic word automaton U4 over V such that
each state of U 4 is labeled by a letter v € T', and for all z € V*, we have f(z) = ~y iff the state of
U 4 that is reached by following the word z is labeled by . The automaton U4 is then the answer
to the synthesis problem. Note that since the transitions in G s take us from a state z € V* to
a state y € V* such that x is not necessarily the parent of  in the V-tree, an application of the
strategy f has to repeatedly run the automaton U4 from its initial state resulting in a strategy
whose every move is computed in time proportional to the length of the configuration. We can
construct a strategy that computes the next step in time proportional to the difference between z
and y. This strategy uses a pushdown store. It stores the run of /4 on z on the pushdown store.
In order compute the strategy in node y, we retain on the pushdown store only the part of the run
of U 4 that relates to the common suffix of x and y. We then continue the run of /4 on the prefix
of y while storing it on the pushdown store.

The construction described in Theorems 2.3.1 and 2.3.2 implies that the realizability and syn-
thesis problem is in EXPTIME. Thus, it is not harder than in the satisfiability problem for the
p-calculus, and it matches the known lower bound [FL79]. Formally, we have the following.

Theorem 2.7.2 The realizability and synthesis problems for a pushdown or a prefiz-recognizable
rewrite system R = (X,V,Q, L, T, qo,xo) and a graph automaton S = (X, W, 6, wg, F'), can be solved
in time exponential in nk, where n = |W|-|Q| - ||T| - |V|, and k is the indez of S.

By Theorem 2.2.7, if the specification is given by a u-calculus formula 1), the bound is the same,
with n = [¢| - |Q| - |T]| - |V, and k being the alternation depth of .

In order to use the above algorithm for realizability of linear-time specifications we cannot use
the ‘usual’ translations of LTL to p-calculus [Dam94, dAHMO1]. The problem is with the fact
that these translations are intended to be used in p-calculus model checking. The translation from
LTL to p-calculus used for model checking [Dam94] cannot be used in the context of realizability
[dAHMO1]. We have to use a doubly exponential translation intended for realizability [dAHMO01],
this, however, results in a triple exponential algorithm which is, again, less than optimal.

®Notice that the automaton A" is in fact a INPT of index 1. We can improve the efficiency of the algorithm by
first converting A’ into a INPT and only then combining the result with A”. This would result in |V'| being removed
from the figure describing the index of N.
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Alur et al. show that LTL realizability and synthesis can be exponentially reduced to py-calculus
realizability [ATMO03]. Given an LTL formula ¢, they construct a graph automaton S, such that
S, is realizable over R iff ¢ is realizable over R. The construction of the graph automaton proceeds
as follows. According to Theorem 2.2.8, for every LTL formula 1 we can construct an NBW N,
such that L(Ny) = L(¢). We construct an NBW N_, = (X, W,n,wo, F) from —~¢. We then
construct the graph automaton S, = (X, W, p, wy, { F, W}) where p(w,0) = /\w'en(w,a) Cw' and the
parity condition {F, W} is equivalent to the co-Biichi condition F. It follows that S, is a universal
automaton and has a unique run over every trace. Alur et al. show that the fact that S, has
a unique run over every trace makes it adequate for solving the realizability of ¢ [ATMO03]. The
resulting algorithm is exponential in the rewrite system and doubly exponential in the LTL formula.
As synthesis of LTL formulas with respect to finite-state environments is already 2EXPTIME-hard
[PR89], this algorithm is optimal. Notice that realizability with respect to LTL specifications is
exponential in the system already for pushdown systems and exponential in all components of the
system for prefix-recognizable systems.

2.8 Discussion

The automata-theoretic approach has long been thought to be inapplicable for effective reasoning
about infinite-state systems. We showed that infinite-state systems for which decidability is known
can be described by finite-state automata, and therefore, the states and transitions of such systems
can be viewed as nodes in an infinite tree and transitions between states can be expressed by
finite-state automata. As a result, automata-theoretic techniques can be used to reason about such
systems. In particular, we showed that various problems related to the analysis of such systems can
be reduced to the membership or emptiness problems for alternating two-way tree automata. Our
framework achieves the same complexity bounds of known model-checking algorithms and gives the
first solution to model-checking LTL with respect to prefix-recognizable systems. We show that our
framework also provides a solution to the realizability problem. In [PV04] we show how to extend
it also to global model checking. In [Cac03, PV04] the scope of automata-theoretic reasoning is
extended beyond prefix-recognizable systems.

We have shown that the problems of model checking with respect to pushdown systems with
regular labeling and model checking with respect to prefix-recognizable systems are intimately
related. We give reductions between model checking of pushdown systems with regular labeling
and model checking of prefix-recognizable systems with simple labeling.

The automata-theoretic approach offers several extensions to the model checking setting. The
systems we want to reason about are often augmented with fairness constraints. Like state prop-
erties, we can define a regular fairness constraint by a regular expression «, where a computation
of the labeled transition graph is fair iff it contains infinitely many states in « (this corresponds
to weak fairness; other types of fairness can be defined similarly). It is easy to extend our model-
checking algorithm to handle fairness (that is, let the path quantification in the specification range
only on fair paths?). In the branching-time framework, the automaton A can guess whether the
state currently visited is in @, and then simulate the word automaton U, upwards, hoping to visit
an accepting state when the root is reached. When A checks an existential property, it has to make
sure that the property is satisfied along a fair path, and it is therefore required to visit infinitely

9The exact semantics of fair graph automata as well as fair p-calculus is not straightforward, as they enable cycles
in which we switch between existential and universal modalities. To make our point here, it is simpler to assume in
the branching-time framework, say, graph automata that correspond to CTL* formulas.
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many states in . When A checks a universal property, it may guess that a path it follows is not
fair, in which case A eventually always send copies that simulate the automaton for —«. In the
linear-time framework, we add the automata for the fairness constraints to the tree whose mem-
bership is checked. The guessed path violating the property must visit infinitely many fair states.
The complexity of the model-checking algorithm stays the same.

Another extension is the treatment of y-calculus specifications with backwards modalities. While
forward modalities express weakest precondition, backward modalities express strongest postcon-
dition, and they are very useful for reasoning about the past [LPZ85]. In order to adjust graph
automata to backward reasoning, we add to A the “directions” ¢~ and O0~. This enables the graph
automata to move to predecessors of the current state. More formally, if a graph automaton reads
a state z of the input graph, then fulfilling an atom {~t requires S to send a copy in state ¢ to some
predecessor of z, and dually for [07¢. Theorem 2.2.7 can then be extended to p-calculus formulas
and graph automata with both forward and backward modalities [Var98]. Extending our solution
to graph automata with backward modalities is simple. Consider a configuration (¢,z) € Q x V*
in a prefix-recognizable graph. The predecessors of (g, z) are configurations (¢'y) for which there
is a rule (¢, i, Bi,7i,q) € T and partitions z’ - z and ¥’ - z, of z and y, respectively, such that z’ is
accepted by U,,, z is accepted by Ug,, and y' is accepted by U,,. Hence, we can define a mapping
T~ such that (q,7,8,a,q') € T~ iff {(q,0,8,7,q) € T, and handle atoms ¢ ¢ and ("¢ exactly as
we handle ¢t and (¢, only that for them we apply the rewrite rules in T~ rather than these in
T. The complexity of the model-checking algorithm stays the same. Note that the simple solution
relies on the fact that the structure of the rewrite rules in a prefix-recognizable rewrite system is
symmetric (that is, switching a and +y results in a well-structured rule), which is not the case for

pushdown systems'C.

Recently, Alur et al. suggested the logic CARET, that can specify non-regular properties
[AEMO04]. Our algorithm generalizes to CARET specifications as well. Alur et al. show how to
combine the specification with a pushdown system in a way that enables the application of our
techniques. The logic CARET is tailored for use in conjunction with pushdown systems. It is not
clear how to modify CARET in order to apply to prefix-recognizable systems.

Bibliography

[AEM04] R. Alur, K. Etessami, and P. Madhusudan. A temporal logic of nested calls and returns. In
Proc. 10th International Conference on Tools and Algorithms For the Construction and Analysis
of Systems, volume 2725 of Lecture Notes in Computer Science, pages 67-79, Barcelona, Spain,
April 2004. Springer-Verlag.

[AHK97] R. Alur, T.A. Henzinger, and O. Kupferman. Alternating-time temporal logic. In Proc. 38th
IEEE Symp. on Foundations of Computer Science, pages 100-109, Florida, October 1997.

[ATMO03] R. Alur, S. La Torre, and P. Madhusudan. Modular strategies for infinite games on recursive
game graphs. In Computer-Aided Verification, Proc. 15th International Conference, Lecture
Notes in Computer Science. Springer-Verlag, Berlin, 2003.

[BC04] M. Bojanczyk and T. Colcombet. Tree-walking automata cannot be determinized. In Proc. 31st
International Colloquium on Automata, Languages, and Programing, volume 3142 of Lecture
Notes in Computer Science, pages 246—256. Springer-Verlag, 2004.

ONote that this does not mean we cannot model check specifications with backwards modalities in pushdown
systems. It just means that doing so involves rewrite rules that are no longer pushdown. Indeed, a rule (g, 4,z,q'y € T
in a pushdown system corresponds to the rule (g, A,V*,z,q') € T in a prefix-recognizable system, inducing the rule
(d,2,V*,Aq) €T

63



[BCMS00]
[BE96]

[BEMY7]

[BLMO1]

[BQG

[BROO]

[BRO1]

[BS92]

[BS95]
[BS99]

[Biic62]

[Bur97a)

[Bur97b]

[Cac03]

[Cau96]

[CESS6]

O. Burkart, D. Caucal, F. Moller, and B. Steffen. Verification on infinite structures. Unpublished
manuscript, 2000.

O. Burkart and J. Esparza. More infinite results. Flectronic Notes in Theoretical Computer
Science, 6, 1996.

A. Bouajjani, J. Esparza, and O. Maler. Reachability analysis of pushdown automata: Applica-
tion to model-checking. In Proc. 8th Conference on Concurrency Theory, volume 1243 of Lecture
Notes in Computer Science, pages 135150, Warsaw, July 1997. Springer-Verlag.

P. Biesse, T. Leonard, and A. Mokkedem. Finding bugs in an alpha microprocessors using sat-
isfiability solvers. In Computer Aided Verification, Proc. 13th International Conference, volume
2102 of Lecture Notes in Computer Science, pages 454-464. Springer-Verlag, 2001.

O. Burkart and Y.-M. Quemener. Model checking of infinite graphs defined by graph grammars.
In Proc. 1st International workshop on verification of infinite states systems, volume 6 of ENTCS,
page 15. Elsevier, 1996.

T. Ball and S. Rajamani. Bebop: A symbolic model checker for boolean programs. In Proc.
7th International SPIN Workshop, volume 1885 of Lecture Notes in Computer Science, pages
113-130, Stanford, CA, USA, August 2000. Springer-Verlag.

T. Ball and S. Rajamani. The SLAM toolkit. In Proc. 13th International Conference on Com-
puter Aided Verification, volume 2102 of Lecture Notes in Computer Science, pages 260264,
Paris, France, July 2001. Springer-Verlag.

O. Burkart and B. Steffen. Model checking for context-free processes. In Proc. 3rd Conference
on Concurrency Theory, volume 630 of Lecture Notes in Computer Science, pages 123-137.
Springer-Verlag, 1992.

O. Burkart and B. Steffen. Composition, decomposition and model checking of pushdown pro-
cesses. Nordic J. Comut., 2:89-125, 1995.

O. Burkart and B. Steffen. Model checking the full modal p-calculus for infinite sequential
processes. Theoretical Computer Science, 221:251-270, 1999.

J.R. Bichi. On a decision method in restricted second order arithmetic. In Proc. Internat.
Congr. Logic, Method. and Philos. Sci. 1960, pages 1-12, Stanford, 1962. Stanford University
Press.

O. Burkart. Automatic verification of sequential infinite-state processes. In G. Goos, J. Hart-
manis, and J. van Leeuwen, editors, Lecture Notes in Computer Science, volume 1354. Springer-
Verlag, 1997.

O. Burkart. Model checking rationally restricted right closures of recognizable graphs. In
F. Moller, editor, Proc. 2nd International workshop on verification of infinite states systems,
1997.

T. Cachat. Higher order pushdown automata, the caucal hierarchy of graphs and parity games.
In Proc. 30th International Collogium on Automata, Languages, and Programming, volume 2719
of Lecture Notes in Computer Science, pages 556—569, Eindhoven, The Netherlands, June 2003.
Springer-Verlag.

D. Caucal. On infinite transition graphs having a decidable monadic theory. In Proc. 23rd
International Colloguium on Automata, Languages, and Programming, volume 1099 of Lecture
Notes in Computer Science, pages 194-205. Springer-Verlag, 1996.

E.M. Clarke, E.A. Emerson, and A.P. Sistla. Automatic verification of finite-state concurrent
systems using temporal logic specifications. ACM Transactions on Programming Languages and
Systems, 8(2):244-263, January 1986.

64



[CFF+01]

[CGP9Y]
[CKS81]

[CW02]

[CW03]

[dAHMO1]

[Dam94]

[DW99]

[EHRS00]

[EHvB99]

[EJ8S]

[EJ91]

[EJS93]

[EKS01]

[ELS6]

F. Copty, L. Fix, R. Fraer, E. Giunchiglia, G. Kamhi, A. Tacchella, and M.Y. Vardi. Benefits
of bounded model checking at an industrial setting. In Computer Aided Verification, Proc. 18th
International Conference, volume 2102 of Lecture Notes in Computer Science, pages 436—453.
Springer-Verlag, 2001.

E.M. Clarke, O. Grumberg, and D. Peled. Model Checking. MIT Press, 1999.

A.K. Chandra, D.C. Kozen, and L.J. Stockmeyer. Alternation. Journal of the Association for
Computing Machinery, 28(1):114-133, January 1981.

H. Chen and D. Wagner. Mops: an infrastructure for examining security properties of soft-
ware. In Proc. 9th ACM conference on Computer and Communications Security, pages 235-244,
Washington, DC, USA, 2002. ACM.

A. Carayol and S. Wohrle. The caucal hierarchy of infinite graphs in terms of logic and higher-
order pushdown automata. In Proc. 28rd Conference on Foundations of Software Technology
and Theoretical Computer Science, volume 2914 of Lecture Notes in Computer Science, pages
112-123. Springer-Verlag, 2003.

L. de Alfaro, T.A. Henzinger, and R. Majumdar. From verification to control: dynamic pro-
grams for omega-regular objectives. In Proceedings of the 16th Annual Symposium on Logic in
Computer Science, pages 279-290. IEEE Computer Society Press, 2001.

M. Dam. CTL* and ECTL* as fragments of the modal u-calculus. Theoretical Computer Science,
126:77-96, 1994.

M. Dickhfer and T. Wilke. Timed alternating tree automata: the automata-theoretic solution
to the TCTL model checking problem. In Automata, Languages and Programming, volume 1644
of Lecture Notes in Computer Science, pages 281-290, Prague, Czech Republic, 1999. Springer-
Verlag, Berlin.

J. Esparza, D. Hansel, P. Rossmanith, and S. Schwoon. Efficient algorithms for model checking
pushdown systems. In Proc. 12th International Conference on Computer Aided Verification,
volume 1855 of Lecture Notes in Computer Science, pages 232-247, Chicago, IL, July 2000.
Springer-Verlag.

J. Engelfriet, H.J. Hoggeboom, and J.-P van Best. Trips on trees. Acta Cybernetica, 14:51-64,
1999.

E.A. Emerson and C. Jutla. The complexity of tree automata and logics of programs. In Proc.
29th IEEE Symp. on Foundations of Computer Science, pages 328-337, White Plains, October
1988.

E.A. Emerson and C. Jutla. Tree automata, p-calculus and determinacy. In Proc. 32nd IEEE
Symp. on Foundations of Computer Science, pages 368-377, San Juan, October 1991.

E.A. Emerson, C. Jutla, and A.P. Sistla. On model-checking for fragments of p-calculus. In Proc.
5th International Conference on Computer Aided Verification, volume 697 of Lecture Notes in
Comptuer Science, pages 385—-396, Elounda, Crete, June 1993. Springer-Verlag.

J. Esparza, A. Kucera, and S. Schwoon. Model-checking LTL with regular valuations for push-
down systems. In Proc. 4th International Symposium on Theoretical Aspects of Computer Soft-
ware, volume 2215 of Lecture Notes in Computer Science, pages 316-339, Sendai, Japan, October
2001. Springer-Verlag.

E.A. Emerson and C.-L. Lei. Efficient model checking in fragments of the propositional p-
calculus. In Proc. 1st Symp. on Logic in Computer Science, pages 267278, Cambridge, June
1986.

65



[Eme85]

[Eme97]

[ESO1]

[FL79]

[FWW97]

[GO03]

[GPVW95]

[GW94]

[HHK96]

[HHWT95]

[HK V6]

[Hol97]

[TWO5]

[KNU03]

[Koz83]

[KP95]

E.A. Emerson. Automata, tableaux, and temporal logics. In Proc. Workshop on Logic of
Programs, volume 193 of Lecture Notes in Computer Science, pages 79-87. Springer-Verlag,
1985.

E.A. Emerson. Model checking and the p-calculus. In N. Immerman and Ph.G. Kolaitis, edi-
tors, Descriptive Complezity and Finite Models, pages 185-214. American Mathematical Society,
1997.

J. Esparza and S. Schwoon. A BDD-based model checker for recursive programs. In Proc.
18th International Conference on Computer Aided Verification, volume 2102 of Lecture Notes
in Computer Science, pages 324-336, Paris, France, July 2001. Springer-Verlag.

M.J. Fischer and R.E. Ladner. Propositional dynamic logic of regular programs. Journal of
Computer and Systems Sciences, 18:194-211, 1979.

A. Finkel, B. Willems, and P. Wolper. A direct symbolic approach to model checking pushdown
automata. In F. Moller, editor, Proc. 2nd International Workshop on Verification of Infinite
States Systems, 1997.

P. Gastin and D. Oddoux. LTL with past and two-Way very-Weak alternating automata. In
28th International Symposium on Mathematical Foundations of Computer Science, volume 2747
of Lecture Notes in Computer Science, pages 439-448, Bratislava, Slovak Republic, August 2003.
Springer-Verlag.

R. Gerth, D. Peled, M.Y. Vardi, and P. Wolper. Simple on-the-fly automatic verification of
linear temporal logic. In P. Dembiski and M. Sredniawa, editors, Protocol Specification, Testing,
and Verification, pages 3—18. Chapman & Hall, August 1995.

P. Godefroid and P. Wolper. A partial approach to model checking. Information and Computa-
tion, 110(2):305-326, May 1994.

R.H. Hardin, Z. Har’el, and R.P. Kurshan. COSPAN. In Computer Aided Verification, Proc. 8th
International Conference, volume 1102 of Lecture Notes in Computer Science, pages 423—-427.
Springer-Verlag, 1996.

T.A. Henzinger, P.-H Ho, and H. Wong-Toi. A user guide to HYTECH. In Tools and algorithms
for the construction and analysis of systems, volume 1019 of Lecture Notes in Computer Science,
pages 41-71. Springer-Verlag, 1995.

T.A. Henzinger, O. Kupferman, and M.Y. Vardi. A space-efficient on-the-fly algorithm for real-
time model checking. In Proc. 7th Conference on Concurrency Theory, volume 1119 of Lecture
Notes in Computer Science, pages 514-529, Pisa, August 1996. Springer-Verlag.

G.J. Holzmann. The model checker SPIN. IEEFE Trans. on Software Engineering, 23(5):279-295,
May 1997. Special issue on Formal Methods in Software Practice.

D. Janin and I. Walukiewicz. Automata for the modal p-calculus and related results. In Proc.
20th International Symp. on Mathematical Foundations of Computer Science, Lecture Notes in
Computer Science, pages 552-562. Springer-Verlag, 1995.

T. Knapik, D. Niwinski, and P. Urzyczyn. Higher-order pushdown trees are easy. In M. Nielsen
and U. Engberg, editors, 5th International Conference on Foundations of Software Science and
Computation Structures, volume 2303 of Lecture Notes in Computer Science, pages 205222,
Grenoble, France, April 2003. Springer-Verlag.

D. Kozen. Results on the propositional p-calculus. Theoretical Computer Science, 27:333-354,
1983.

O. Kupferman and A. Pnueli. Once and for all. In Proc. 10th IEEE Symp. on Logic in Computer
Science, pages 25-35, San Diego, June 1995.

66



[KPV02]

[Kur94]
[KV98]

[KV99]

[KV00a]

[KV0Ob]

[KVO1]

[KVWO0]

[LP85]

[LPY97]

[LPZ85]
[MS85]
[MS87]

[Nev02]

[Pnu77]
[PRS9)
[PV03]

[PV04]

O. Kupferman, N. Piterman, and M.Y. Vardi. Model checking linear properties of prefix-
recognizable systems. In Proc. 14th International Conference on Computer Aided Verification,
volume 2404 of Lecture Notes in Computer Science, pages 371-385. Springer-Verlag, 2002.

R.P. Kurshan. Computer Aided Verification of Coordinating Processes. Princeton Univ. Press,
1994.

O. Kupferman and M.Y. Vardi. Modular model checking. In Proc. Compositionality Workshop,
volume 1536 of Lecture Notes in Computer Science, pages 381-401. Springer-Verlag, 1998.

O. Kupferman and M.Y. Vardi. Robust satisfaction. In Proc. 10th Conference on Concurrency
Theory, volume 1664 of Lecture Notes in Computer Science, pages 383-398. Springer-Verlag,
August 1999.

0. Kupferman and M.Y. Vardi. An automata-theoretic approach to reasoning about infinite-
state systems. In Proc. 12th International Conference on Computer Aided Verification, volume
1855 of Lecture Notes in Computer Science, pages 36-52. Springer-Verlag, 2000.

O. Kupferman and M.Y. Vardi. Synthesis with incomplete informatio. In Advances in Temporal
Logic, pages 109-127. Kluwer Academic Publishers, January 2000.

O. Kupferman and M.Y. Vardi. On bounded specifications. In Proc. 8th International Conference
on Logic for Programming, Artificial Intelligence and Reasoning, volume 2250 of Lecture Notes
in Computer Science, pages 24-38. Springer-Verlag, 2001.

O. Kupferman, M.Y. Vardi, and P. Wolper. An automata-theoretic approach to branching-time
model checking. Journal of the ACM, 47(2):312-360, March 2000.

O. Lichtenstein and A. Pnueli. Checking that finite state concurrent programs satisfy their
linear specification. In Proc. 12th ACM Symp. on Principles of Programming Languages, pages
97-107, New Orleans, January 1985.

K. G. Larsen, P. Petterson, and W. Yi. UPPAAL: Status & developments. In Computer Aided
Verification, Proc. 9th International Conference, volume 1254 of Lecture Notes in Computer
Science, pages 456—459. Springer-Verlag, 1997.

O. Lichtenstein, A. Pnueli, and L. Zuck. The glory of the past. In Logics of Programs, volume
193 of Lecture Notes in Computer Science, pages 196-218, Brooklyn, June 1985. Springer-Verlag.

D.E. Muller and P.E. Schupp. The theory of ends, pushdown automata, and second-order logic.
Theoretical Computer Science, 37:51-75, 1985.

D.E. Muller and P.E. Schupp. Alternating automata on infinite trees. Theoretical Computer
Science, 54:267-276, 1987.

F. Neven. Automata, logic, and XML. In 16th International Workshop on Computer Science
Logic, volume 2471 of Lecture Notes in Computer Science, pages 2-26, Edinburgh, Scotland,
September 2002. Springer-Verlag.

A. Pnueli. The temporal logic of programs. In Proc. 18th IEEE Symp. on Foundation of
Computer Science, pages 46-57, 1977.

A. Pnueli and R. Rosner. On the synthesis of a reactive module. In Proc. 16th ACM Symp. on
Principles of Programming Languages, pages 179-190, Austin, January 1989.

N. Piterman and M.Y. Vardi. From bidirectionality to alternation. Theoretical Computer Sci-
ence, 295(1-3):295-321, February 2003.

N. Piterman and M. Vardi. Global model-checking of infinite-state systems. In Proc. 16th
International Conference on Computer Aided Verification, volume 3114 of Lecture Notes in
Computer Science, pages 387—-400. Springer-Verlag, 2004.

67



[QS81]

[Rab69]
[Sch02]

[Var98]

[VBOO]
[VW86a]
[VW86b]
[VW4]

[Wal96]

[Wal00]

[Wil99]

[WVS83]

[WWO6]

J.P. Queille and J. Sifakis. Specification and verification of concurrent systems in Cesar. In Proc.
5th International Symp. on Programming, volume 137 of Lecture Notes in Computer Science,
pages 337-351. Springer-Verlag, 1981.

M.O. Rabin. Decidability of second order theories and automata on infinite trees. Transaction
of the AMS, 141:1-35, 1969.

S. Schwoon. Model-checking pushdown systems. PhD thesis, Technische Universitdt Miinchen,
2002.

M.Y. Vardi. Reasoning about the past with two-way automata. In Proc. 25th International
Coll. on Automata, Languages, and Programming, volume 1443 of Lecture Notes in Computer
Science, pages 628—641. Springer-Verlag, Berlin, July 1998.

W. Visser and H. Barringer. Practical CTL* model checking: Should SPIN be extended? In-
ternational Journal on Software Tools for Technology Transfer, 2(4):350-365, 2000.

M.Y. Vardi and P. Wolper. An automata-theoretic approach to automatic program verification.
In Proc. 1st Symp. on Logic in Computer Science, pages 332-344, Cambridge, June 1986.

M.Y. Vardi and P. Wolper. Automata-theoretic techniques for modal logics of programs. Journal
of Computer and System Science, 32(2):182-221, April 1986.

M.Y. Vardi and P. Wolper. Reasoning about infinite computations. Information and Computa-
tion, 115(1):1-37, November 1994.

I. Walukiewicz. Pushdown processes: games and model checking. In Proc. 8th International
Conference on Computer Aided Verification, volume 1102 of Lecture Notes in Computer Science,
pages 62-74. Springer-Verlag, 1996.

I. Walukiewicz. Model checking ctl properties of pushdown systems. In Proc. 20th Conference on
Foundations of Software Technology and Theoretical Computer Science, volume 1974 of Lecture
Notes in Computer Science, pages 127-138, New Delhi, India, December 2000. Springer-Verlag.

T. Wilke. CTLT is exponentially more succinct than CTL. In C. Pandu Ragan, V. Raman,
and R. Ramanujam, editors, Proc. 19th conference on Foundations of Software Technology and
Theoretical Computer Science, volume 1738 of Lecture Notes in Computer Science, pages 110—
121. Springer-Verlag, 1999.

P. Wolper, M.Y. Vardi, and A.P. Sistla. Reasoning about infinite computation paths. In Proc.
2/th IEEE Symp. on Foundations of Computer Science, pages 185-194, Tucson, 1983.

B. Willems and P. Wolper. Partial-order methods for model checking: From linear time to
branching time. In Proc. 11th Symp. on Logic in Computer Science, pages 294-303, New
Brunswick, July 1996.

2.A Proof of Claim 2.4.4

The proof of the claim is essentially equivalent to the same proof in [PV03].

Claim 2.A.4 L(A) # 0 iff (Y*,7) € L(P).

Proof: We prove that (Y*,7) € L(P) implies L(A) # 0. Let r = (pg, wp) - (p1, w1) + (p2,wz) -
be an accepting run of P on (Y*,7). We add the annotation of the locations in the run (pg,wo, 0) -
(p1,w1,1) - (p2,ws,2)---. We construct the run (7", 7') of A. For every node z € T", if z is labeled
by a singleton state we add a tag to x some triplet from the run r. If z is labeled by a pair state
we add two tags to z, two triplets from the run r. The labeling and the tagging conform to the

following.
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e Given a node z labeled by state (p,d, @) and tagged by the triplet (p’,w,%) from r, we build
7’ so that p = p' and d = p,(w). Furthermore all triplets in r whose third element is greater
than 7 have their second element greater or equal to w (T* is ordered according to the lexical
order on the reverse of the words).

e Given a node z labeled by state (g,p, d, @) and tagged by the triplets (¢',w, ) and (p’,w’, )
from 7, we build 7' so that ¢ = ¢, p = p', w = w', d = p,(w), and 7 < j. Furthermore all
triplets in  whose third element k is between 7 and j, have their second element greater or
equal to w. Also, if j > ¢+ 1 then wj_; = v - w; for some v € T.

Construct the run tree (T",r') of A as follows. Label the root of T' by (pg,d?, 1) and tag it by
(po,€,0). Given a node = € T" labeled by (p, d, a) tagged by (p, w, ). Let (p;, w;, ) be the minimal
j > i such that w; = w. If j =i+ 1 then add one son to z, label it (p;,d, L) and tag it (p;, w, 7).
If j > i+ 1, then w;_1 = v - w; for some v € T and we add two sons to z, label them (p, p;, d, 5)
and (pjada B) We tag (pi,pj,d,ﬂ) by (pawai) and (pj,waj)a and tag (pj,d, /8) by (pjawaj), Bis T if
there is a visit to F' between locations 7 and j in r. If there is no other visit to w then w;11 =v-w
for some v € T. We add one son to z and label it (p;+1, pr(d,v), L) and tag it (pj+1,v - w,i + 1).
Obviously the labeling and the tagging conform to the assumption.

Given a node z labeled by (p, ¢, d, @) tagged by (p,w,4) and (g, w,j). Let (pg,w, k) be the first
visit to w between ¢ and j. If K = ¢ + 1 then add one son to z, label it (pg,q,d, fo(pk,q)), and tag
it by (pk,w, k) and (g, w, j). If & > ¢+ 1 then add two sons to = and label them (p, px,d, f3, (p,pr))
and (pg,q,d, f3,(Pk,q)) where B1, B2 are determined according to the visits to F' between 4 and j.
We tag (p,pk,d, fg,(p,pk)) by (p,w,i) and (pk,w, k) and tag (px,1,d, fs,(pk,q)) by (pk,w,k) and
(g;w', 7).

If there is no visit to w between ¢ and j it must be the case that all triplets in r between %
and j have the same suffix v - w for some v € T (otherwise w is visited). We add a son to z
labeled (pi+17 q5-1, p’r(d7 U)a fa(pla ql)) and ta‘gged by (pi+17 v-w, i+ 1) and (pj—l, vew,j — 1) We

are ensured that p;_; € CqLT(pT(d’U)) as (1,p4) € 6(pj—1,7(v - w)).

In the other direction, given an accepting run (7”,7') of A we use the recursive algorithm in
Figure 2.1 to construct a run of P on (Y*, 7).

A node z-a in T" is advancing if the transition from z to z - a results from an atom (1,7'(z-a))
that appears in 7(r'(z)). An advancing node that is the immediate successor of a singleton state
satisfies the disjunct ey V(, p)es(p,L(a)) (1 (®', pr(d,v), 1)) in n. We tag this node by the letter v
that was used to satisfy the transition. Similarly, an advancing node that is the immediate successor

of a pair state satisfies the disjunct \,cy Vi, pyes(p1,2.(a)) \/p,,eCPLT(d)(l, ', 0", pr(d,v), fa(P',p"))
in . We tag this node by the letter v that was used to satisfy the 2tlransition. We use these tags in
order to build the run of P. When handling advancing nodes we update the location on the tree
T* according to the tag. For an advancing node z we denote by tag(x) the letter in T that tags
it. A node is non advancing if the transition from z to z - a results from an atom (0,7'(z - a)) that
appears in 7(r'(z)).

The function build_run uses the variable w to hold the location in the tree (Y*, 7). Working
on a singleton (p,d, a) the variable add; is used to determine whether p was already added to the
run. Working on a pair (p,q,d, «) the variable add; is used to determine whether p was already
added to the run and the variable add, is used to determine whether ¢ was already added to the
run.
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The intuition behind the algorithm is quite simple. We start with a node z labeled by a singleton
(p,d, ). If the node is advancing we update w by tag(z). Now we add p to r (if needed). The
case where z has one son matches a transition of the form (A,p') € §(p, L;(d)). In this case we
move to handle the son of z and clearly p’ has to be added to the run r. In case A = ¢ the son of
z is non advancing and p’ reads the same location w. Otherwise, w is updated by A and p' reads
A - w. The case where z has two sons matches a guess that there is another visit to w. Thus, the
computation splits into two sons (p, q,d, ) and (g,d, 5). Both sons are non advancing. The state
p was already added to r and ¢ is added to r only in the first son.

With a node z labeled by a pair (p,q,d, ), the situation is similar. The case where z has one
non advancing son matches a transition of the form (¢, s’) € d(p, A). Then we move to the son. The
state p' is added to r but ¢ is not. The case where z has two non advancing sons matches a split
to (p,p',d,a1) and (p',q,d,as). Only p' is added to r as p and g are added by the current call to
build_run or by an earlier call to build_run. The case where z has one advancing son matches the
move to the state (p', ¢, p;(d,v), @) and checking that ¢’ € CqLT(pT(d’U)). Both p’ and ¢’ are added
to 7 and handle_C; handles the sequence of ¢ transitions that connects ¢’ to g.

It is quite simple to see that the resulting run is a valid and accepting run of P on (Y*, 7).

build run (z,7'(z) = (p,d, a),w,add;,add,) build_run (z,r'(z) = (p,q,d, @), w, add;, add,)

if (advancing(x)) if (advancing(x))
w = tag(z) - w; w := tag(z) - w;
if (add;) if (add;)
rimr e (w,p); rom 1 (w,p);
if (z has one son z - a) if (z has one non advancing son z - a)
build_run (z - a,7'(z - a),w, 1,0) build run (z - a,7'(z - a), w, 1,0)
if (z has two sons z - @ and z - b) if (z has two sons z - a and z - b)
build_run (z - a,7'(z - a),w,0,1) build_run (z - a,7'(z - a),w,0,1)
build run (z - b,7'(z - b), w, 0,0) build_ run (z - b,7'(z - b), w,0,0)
if (z has one advancing son z - a)
handle_C, (r'(z) = (¢p,p,d, @), q,w) build run (z - a,7'(z - a),w,1,1)
Let tg,...,t, € PT be the sequence of handle_Cy (r'(z - a), ¢, tag(z - a) - w)
e-transitions connecting p to ¢ if (add,)
ri=r-(w,t1), -, (w,th_1) r:=r-(w,q);

Figure 2.1: Converting a run of A into a run of P

O

2.B Lower Bound for Linear Time Model-Checking on Prefix-Recognizable Sys-
tems

It was shown by [BEM97] that the problem of model-checking an LTL formula with respect to
a pushdown graph is EXPTIME-hard in the size of the formula. The problem is polynomial in
the size of the pushdown system inducing the graph. Our algorithm for model-checking an LTL
formula with respect to a prefix-recognizable graph is exponential both in the size of the formula
and in |Qg|.
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As prefix-recognizable systems are a generalization of pushdown systems the exponential re-
sulting from the formula cannot be improved. We show that also the exponent resulting from
(s cannot be removed. We use the EXPTIME-hard problem of whether a linear space alternat-
ing Turing machine accepts the empty tape [CKS81]. We reduce this question to the problem of
model-checking a fixed LTL formula with respect to the graph induced by a prefix-recognizable
system with a constant number of states and transitions. Furthermore @, and (), depend only on
the alphabet of the Turing machine. The component Q3 does ‘all the hard work’. Combining this
with Theorem 2.5.2 we get the following.

Theorem 2.B.1 The problem of model-checking the graph induced by the prefiz-recognizable system
R= (24P V,Q,L,T,q,x0) is EXPTIME-complete in |Qg|.

Proof: Consider an alternating linear-space Turing machine M = (T', Sy, Se,—, 50, Facc: Frej)-
Let f:IN — IN be the linear function such that M uses f(n) cells in its working tape in order to
process an input of length n. In order to make sure that M does not accept the empty tape, we
have to check that every legal pruning of the computation tree of M contains one rejecting branch.

Given an alternating linear-space Turing machine M as above, we construct a prefix-recognizable
system R and an LTL formula ¢ such that Gg = ¢ iff M does not accept the empty tape. The
system R has a constant number of states and rewrite rules. For every rewrite rule (g, a;, i, i, q')s
the languages of the regular expressions «; and «y; are subsets of I' U ({{} x ') U S U {e}. The
language of the regular expression 3;, can be encoded by a nondeterministic automaton whose size
is linear in n. The LTL formula ¢ does not depend on the structure of M.

The graph induced by R has one infinite trace. This trace searches for rejecting configurations
in all the pruning trees. The trace first explores the left son of every configuration. If it reaches
an accepting configuration, the trace backtracks until it reaches a universal configuration for which
only the left son was explored. It then goes forward again and explores under the right son of
the universal configuration. If the trace returns to the root without finding such a configuration
then the currently explored pruning tree is accepting. Once a rejecting configuration is reached,
the trace backtracks until it reaches an existential configuration for which only the left son was
explored. It then explores under the right son of the existential configuration. In this mode, if
the trace backtracks all the way to the root, it means that all pruning trees were checked and that
there is no accepting pruning tree for M.

We change slightly the encoding of a configuration by including with the state of M a symbol
[ or r denoting whether the next explored configuration is the right or left successor. Let V =
Ul U(SxT x{l,r}) and let § - 010 - fod . ..U?(n) be a configuration of M and its d-

successor (where d is either [ or r). We also set oy and og to §. Given o;_1, 0;, and 0441 we
know, by the transition relation of M, what Uf should be. In addition the symbol f§ should repeat
exactly every f(n) + 1 letters. Let next : V3 — V denote our expectation for azd. Notice, that
whenever the triplet 0;_1, 0, and ;41 does not include the reading head of the Turing machine,
it does not matter whether d is [ or . In both cases the expectation for ag is the same. We set
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next(o,f,0’) = f, and

(o {o,0,0"} C {#}UT
o 0" = (s,7,d) and (s,7) = (s, )
[ ] n d [ !
v oy _ ) (8h0d) 0" =(s,7,d), (s,7) =% (s',7', L), and d' € {l,r}
nest(o,0,0") =\ o o = (5,7,d) and (5,7) =4 (s',7/, L)
(s',0',d) o =(s,7,d), (s,7) =% (s,7,R), and d' € {l,r}
L Y o' = (s,7,d) and (s,7) =% (5,7, @)

Counsistency with next now gives us a necessary condition for a sequence in V* to encode a branch
in the computation tree of M. Notice that when nezrt(o,0’,0") € S x T x {l,r} then marking it
by both [ and r is correct.

The prefix-recognizable system starts from the initial configuration of M. It has two main
modes, a forward mode and a backward mode. In forward mode, the system guesses a new con-
figuration. The configuration is guessed one letter at a time, and this letter should match the
functions next; or next,. If the computation reaches an accepting configuration, this means that
the currently explored pruning tree might still be accepting. The system moves to backward mode
and remembers that it should explore other universal branches until it finds a rejecting state. In
backward universal mode, the system starts backtracking and removes configurations. Once it
reaches a universal configuration that is marked by [, it replaces the mark by r, moves to forward
mode, and explores the right son. If the root is reached (in backward universal mode), the com-
putation enters a rejecting sink. If in forward mode, the system reaches a rejecting configuration,
then the currently explored pruning tree is rejecting. The system moves to backward mode and
remembers that it has to explore existential branches that were not explored. Hence, in backward
existential mode, the system starts backtracking and removes configurations. Once it reaches an
existential configuration that is marked by [, the mark is changed to r and the system returns to
forward mode. If the root is reached (in backward existential mode) all pruning trees have been
explored and found to be rejecting. Then the system enters an accepting sink. All that the LTL
formula has to check is that there exists an infinite computation of the system and that it reaches
the accepting sink. Note that the prefix-recognizable system accepts, when the alternating Turing
machine rejects and vice versa.

More formally, the LTL formula is {reject and the rewrite system is R = (247, V, Q, L, T, qo, zo)
where

e AP = {reject}

V={§ufu(SxTx{l,r})
e Q = {forward, backwards, backwardy, sink,, sink, }

0 q # sink,
{reject} q = sink,

Lie.0) = {
o qo = forward
e zg="b---b-(sg,b,1) -

In order to define the transition relation we use the following languages.
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L}y = {next(a,d',0") - Vi =le. g o}
Lggu = {w € VIO Jw g Vv v}
L3y ={weVi®H | wg Ve (ST x{l,r}) - V*-(SxT x {l,r})-V*}

V*
Thus, this language contains all words whose suffix of length f(n) + 1 contains at most one {

and at most one symbol from S x I x {l,r} and the last letter is the next correct successor
of the previous configuration.

Accept =V. ({Facc} x I x {Z,T}) -V
Thus, this language contains all words whose one before last letter is marked by an accepting
state!!

Reject =V - ({Frej} x T x {l,r}) - V*
Thus, this language contains all words whose one before last letter is marked by a rejecting
state.

Legal = (Legal N L? egal N Legal)

Rosi = v\ (S, x T x {1})

Thus, this language contains all the letters that are not marked by universal states and the
direction [.

St — v\ (Se x T x {1}).

Thus, this language contains all the letters that are not marked by existential states and the
direction [.

Clearly the languages Legar, Accept, and Reject can be accepted by nondeterministic automata whose
size is linear in f(n).

The transition relation includes the following rewrite rules:

1.

(forward, {€}, Legar, V' \ (S x I' x {r}), forward) - guess a new letter and put it on the store.
States are guessed only with direction . The fact that L.y, is used ensures that the currently
guessed configuration (and in particular the previously guessed letter) is the successor of the
previous configuration on the store.

(forward, {€}, Accept , {€}, backwardy) - reached an accepting configuration. Do not change the
store and move to backward universal mode.

(forward, {€}, Reject, {€}, backwards) - reached a rejecting configuration. Do not change the
store and move to backward existential mode.

(backwardy, 5;‘,531,{2}, V*, {e}, backwardy) - remove one letter that is not in S, x I' x {l} from

the store.

1t is important to use the one before last letter so that the state itself is already checked to be the correct next
successor of previous configuration.

73



5. (backwardy, S, x ' x {l},V*, S, x ' x {r}, forward) - replace the marking | by the marking

r and move to forward mode. The state s does not change'2.

6. (backwardy,e€,¢€,¢€,sink,) - when the root is reached in backward universal mode enter the
rejecting sink

7. (backwards, Rfﬁfoiz}, V*,{€e}, backwards) - remove one letter that is not in Se x I' x {l} from
the store.

8. (backwards, Se x I' x {I},V*,Se x I x {r}, forward) - replace the marking [ by the marking
r and move to forward mode. The state s does not change.

9. (backwards, e, €, €, sink,) - when the root is reached in backward existential mode enter the
accepting sink.

10. (sinkg, €, ¢€, €, sink,) - remain in accepting sink.

11. (sink,,¢€,€, €, sink,) - remain in rejecting sink.

12 Actually, we guess all states in S,,. As we change state into forward, the next transition verifies that indeed the
state is the same state.
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Chapter 3

Global model checking

We extend the automata-theoretic framework for reasoning about infinite-state sequential systems
to handle also the global model-checking problem. Our framework is based on the observation that
states of such systems, which carry a finite but unbounded amount of information, can be viewed as
nodes in an infinite tree, and transitions between states can be simulated by finite-state automata.
Checking that the system satisfies a temporal property can then be done by a two-way automaton
that navigates through the tree. The framework is known for local model checking. For branching
time properties, the framework uses two-way alternating automata. For linear time properties, the
framework uses two-way path automata.

In order to solve the global model-checking problem we show that for both types of automata,
given a regular tree, we can construct a nondeterministic word automaton that accepts all the
nodes in the tree from which an accepting run of the automaton can start.

3.1 Introduction

An important research topic over the past decade has been the application of model checking to
infinite-state systems. A major thrust of research in this area is the application of model checking to
infinite-state sequential systems. These are systems in which a state carries a finite, but unbounded,
amount of information, e.g., a pushdown store. The origin of this thrust is the important result
by Muller and Schupp that the monadic second-order theory of context-free graphs is decidable
[MS85]. As the complexity involved in that decidability result is nonelementary, researchers sought
decidability results of elementary complexity. This started with Burkart and Steffen, who developed
an exponential-time algorithm for model-checking formulas in the alternation-free p-calculus with
respect to context-free graphs [BS92]. Researchers then went on to extend this result to the u-
calculus, on one hand, and to more general graphs on the other hand, such as pushdown graphs
[BS95, Wal96], regular graphs [BQ96], and prefiz-recognizable graphs [Cau96]. One of the most
powerful results so far is an exponential-time algorithm by Burkart for model checking formulas of
the p-calculus with respect to prefix-recognizable graphs [Bur97b]. See also [BE96, BEM97, Bur97a,
FWW97, BS99, BCMS00].! Some of this theory has also been reduced to practice. Pushdown
model-checkers such as Mops [CW02], Moped [ES01, Sch02], and Bebop [BR00] (to name a few)

'Recently, it was shown that the monadic second-order theory of high-order pushdown graphs is decidable [KNUO03].
This was adapted to solve p-calculus model checking over such graphs, but the complexity of model-checking p-calculus
on a high order pushdown graph of level n is a stack of n exponentials [Cac03].
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have been developed. Successful applications of these model-checkers to the verification of software
are reported, for example, in [BR01, CW02].

We usually distinguish between local and global model checking. In the first setting we are given
a specific state of the system and determine whether it satisfies a given property. In the second
setting we compute (a finite representation of) the set of states that satisfy a given property. For
many years global model-checking algorithms were the standard; in particular, CTL model checkers
[CES86], and symbolic model checkers [BCM*92] perform global model checking. While local model
checking holds the promise of reduced computational complexity [SW91] and is more natural for
explicit LTL model checking [CVWY92], global model checking is especially important in cases
where model checking is only part of the verification process. For example, in [CKV01, CKKVO01],
global model checking is used to supply coverage information, which informs us what parts of the
design under verification are relevant to the specified properties. In [Sha00, LBBOO01], an infinite-
state system is abstracted into a finite-state system. Global model checking is performed over the
finite-state system and the result is then used to compute invariants for the infinite-state system.
In [PRZ01], results of global model checking over small instances of a parameterized system are
generalized to invariants for every value of the system’s parameter.

An automata-theoretic framework for reasoning about infinite-state sequential systems was de-
veloped in [KV00, KPV02] (see exposition in [Cac02a]). The automata-theoretic approach uses
the theory of automata as a unifying paradigm for system specification, verification, and synthe-
sis [WVS83, EJ91, Kur94, VW94, KVW00]. Automata enable the separation of the logical and
the algorithmic aspects of reasoning about systems, yielding clean and asymptotically optimal
algorithms. Traditionally automata-theoretic techniques provide algorithms only for local model
checking [CVWY92, KV00, KPV02]. As model checking in the automata-theoretic approach is
reduced to the emptiness of an automaton, it seems that this limitation to local model checking
is inherent to the approach. For finite-state systems we can reduce global model checking to local
model checking by iterating over all the states of the system, which is essentially what happens in
symbolic model checking of LTL [BCM*92]. For infinite-state systems, however, such a reduction
cannot be applied. In this paper we remove this limitation of automata-theoretic techniques. We
show that the automata-theoretic approach to infinite-state sequential systems generalizes nicely
to global model checking. Thus, all the advantages of using automata-theoretic methods, e.g., the
ability to handle regular labeling and regular fairness constraints, the ability to handle u-calculus
with backward modalities, and the ability to check realizability [KV00, ATM03], apply also to the
more general problem of global model checking.

We use two-way tree alternating automata to reason about properties of infinite-state sequential
systems. The idea is based on the observation that states of such systems can be viewed as nodes in
an infinite tree, and transitions between states can be simulated by finite-state automata. Checking
that the system satisfies a temporal property can then be done by a two-way alternating automaton.
Local model checking is then reduced to emptiness or membership problems for two-way tree
automata

In this work, we give a solution to the global model-checking problem. The set of configurations
of a prefix-recognizable system satisfying a p-calculus property can be infinite, but it is regular,
so it is finitely represented. We show how to construct a nondeterministic word automaton that
accepts all the configurations of the system that satisfy (resp., do not satisfy) a branching-time
(resp., linear-time) property. In order to do that, we study the global membership problem for
two-way alternating parity tree automata and two-way path automata. Given a regular tree, the
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global membership problem is to find the set of states of the automaton and locations on the tree
from which the automaton accepts the tree. We show that in both cases the question is not harder
than the simple membership problem (is the tree accepted from the root and the initial state).
Our result matches the upper bounds for global model checking established in [BEM97, EHRS00,
EKS01, KPV02, Cac02b]. Our contribution is in showing how this can be done uniformly in an
automata-theoretic framework rather than via an eclectic collection of techniques.

3.2 Preliminaries
3.2.1 Labeled Rewrite Systems

A labeled transition graph is G = (%, S, L, p, so), where X is a finite set of labels, S is a (possibly
infinite) set of states, L : S — X is a labeling function, p C S x S is a transition relation, and
so € Sp is an initial state. When p(s, s’), we say that s’ is a successor of s, and s is a predecessor
of s'. For a state s € S, we denote by G* = (X, S, L, p, s), the graph G with s as its initial state.
An s-computation is an infinite sequence of states sg, s1,... € S“ such that sy = s and for all 7 > 0,
we have p(s;, S;+1). An s-computation s, S1, ... induces the s-trace L(sg) - L(s1) -+ € £¥. Let
Ts C X% be the set of all s-traces.

A rewrite system is R = (X,V,Q, L, T), where ¥ is a finite set of labels, V is a finite alphabet,
Q@ is a finite set of states, L : Q@ x V* — X is a labeling function that depends only on the first
letter of x (Thus, we may write L : Q@ x V U {e} — X. Note that the label is defined also for the
case that = is the empty word €). The finite set of rewrite rules 7' is defined below. The set of
configurations of the system is () X V*. Intuitively, the system has finitely many control states and
an unbounded store. Thus, in a configuration (¢,z) € Q x V* we refer to g as the control state
and to z as the store. We consider here two types of rewrite systems. In a pushdown system, each
rewrite rule is (¢, A,z,¢') € @ X VX V* x Q. Thus, T C Q x V x V* x Q. In a prefiz-recognizable
system, each rewrite rule is (g, o, 8,7,¢") € Q X reg(V) x reg(V) x reg(V) x @Q, where reg(V') is
the set of regular expressions over V. Thus, T' C Q X reg(V) x reg(V) x reg(V') x Q. For a word
w € V* and a regular expression r € reg(V') we write w € r to denote that w is in the language
of the regular expression r. We note that the standard definition of prefix-recognizable systems
does not include control states. Indeed, a prefix-recognizable system without states can simulate
a prefix-recognizable system with states by having the state as the first letter of the unbounded
store. We use prefix-recognizable systems with control states for the sake of uniform notation.

The rewrite system R starting in configuration (gg,zg) induces the labeled transition graph
Ggo’wo) =(%,Q x V*, L', pr, (q0,z0))- States of Gg are the configurations of R and ((q, 2), (¢', 2"))
€ pg if there is a rewrite rule ¢ € T leading from configuration (g, z) to configuration (¢, 2’).
Formally, if R is a pushdown system, then pg((q,4 - y),(¢d,z -y)) if (¢, A,z,q') € T; and if R
is a prefix-recognizable system, then pr((g,z - y), (¢', 2’ - y)) if there are regular expressions «, 3,
and v such that z € o, y € 8, ' € v, and (q,,8,7,4') € T. Note that in order to apply a
rewrite rule in state (g,z) € @ x V* of a pushdown graph, we only need to match the state ¢ and
the first letter of z with the second element of a rule. On the other hand, in an application of
a rewrite rule in a prefix-recognizable graph, we have to match the state ¢ and we should find a
partition of z to a prefix that belongs to the second element of the rule and a suffix that belongs
to the third element. A labeled transition graph that is induced by a pushdown system is called
a pushdown graph. A labeled transition system that is induced by a prefix-recognizable system is
called a prefiz-recognizable graph.
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Example 3.2.1 The pushdown system

(2, (A, BY {qo}, L, T), with T = _— -

{ (0,4, AB, q), (9, A, & q), (90, (50,4 (20, AB)—= (a0, ABB)
B, €, qo ) }, and L(qo, A) = {p1,p2)},

L{go, B) = {p2}, and L(qo,€) =0 when ;o) < (go,5) < (g0, 5B)
starting from (qo, A) induces the labeled P2 P2

transition graph on the right.

Consider a prefix-recognizable system R = (3,V,Q, L, T). For a rewrite rule t; = ( s, aj, fi,
Yi, 8" ) € T, let Uy = (V,Qxr,q% mr, Fr), for A € {e,Bi,7i}, be the nondeterministic automaton
for the language of the regular expression A\. We assume that all initial states have no incoming
edges and that all accepting states have no outgoing edges. We collect all the states of all the
automata for o, B, and 7 regular expressions. Formally, Qo = Uy.cr Qo @ = Uyer @p;», and
Qy = UtieT Qv

We define the size ||T'|| of T as the space required in order to encode the rewrite rules in 7'
and the labeling function. Thus, in a pushdown system, |[T'| = 32, 4, ¢1er 2], and in a prefix-
recognizable system, || = 37, , 5. sner Ual + Us| + [ty ].

We are interested in specifications expressed in the p-calculus [Koz83] and in LTL [Pnu77]. For
introduction to these logics we refer the reader to [Eme97]. We want to model check pushdown and
prefix-recognizable systems with respect to specifications in these logics. We differentiate between
local and global model-checking. In local model-checking, given a graph G and a specification ¢,
one has to determine whether G satisfies ¢. In global model-checking we are interested in the set of
configurations s such that G* satisfies ¢. As @ is infinite, we hope to find a finite representation
for this set. It is known that the set of configurations of a prefix-recognizable system satisfying
a monadic second-order formula is regular [Cau96, Rab72], which implies that this also holds for
pushdown systems and for u-calculus and LTL specifications.

In this paper, we extend the automata-theoretic approach to model-checking of sequential infi-
nite state systems [KV00, KPV02] to global model-checking. Our model-checking algorithm returns
a nondeterministic finite automaton on words (NFW, for short) recognizing the set of configurations

that satisfy (not satisfy, in the case of LTL) the specification. Our results match the previously
known upper bounds [EHRS00, EKS01, Cac02b].2

Theorem 3.2.2 Global model-checking for a system R and a specification ¢ is solvable

e in time (||T)))% - 2°U¢D and space (||T]))? - 290D, where R is a pushdown system and ¢ is an
LTL formula.

e in time (||T)% - 200¢11Q8) and space (|T|))? - 20021"QsD | where R is a prefiz-recognizable
system and ¢ is an LTL formula.

o in time 20UTI4IK) yhere R is a prefiz-recognizable system and @ 1s a p-calculus formula of
alternation depth k.

In order to obtain the stated bound for prefix-recognizable systems and LTL specifications one has to combine
the result in [EKS01] with our reduction from prefix-recognizable systems to pushdown systems with regular labeling
[KPV02].
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3.2.2 Alternating Two-way Automata

Given a finite set T of directions, an Y-tree is a set T C T* such that if v-x € T, where v € T
and z € T*, then also x € T. The elements of T" are called nodes, and the empty word ¢ is the root
of T. For every v € T and z € T, the node z is the parent of v - z. Each node x # ¢ of T has a
direction in Y. The direction of the root is the symbol L (we assume that L ¢ T). The direction
of a node v -z is v. We denote by dir(z) the direction of node z. An Y-tree T is a full infinite tree
if T =7"* A path w of a tree T is a set # C T such that ¢ € = and for every x € 7 there exists a
unique v € T such that v -z € 7. Note that our definitions here dualize the standard definitions
(e.g., when T = {0, 1}, the successors of the node 0 are 00 and 10, rather than 00 and 01)3.

Given two finite sets T and X, a X-labeled T-tree is a pair (T, V) where T is an Y-tree and
V : T — ¥ maps each node of T to a letter in 3. When T and ¥ are not important or clear from
the context, we call (T, V) a labeled tree. We say that an ((T U{L}) x ¥)-labeled Y-tree (T, V) is
Y-ezhaustive if for every node z € T, we have V(z) € {dir(z)} x X.

A tree is regular if it is the unwinding of some finite labeled graph. More formally, a transducer
D is a tuple (T,%,Q,q0,n, L), where T is a finite set of directions, ¥ is a finite alphabet, @ is a
finite set of states, qo € @ is a start state, n: @ X T — @ is a deterministic transition function,
and L : Q — X is a labeling function. We define 1 : T* — @ in the standard way: 7n(e) = go and
n(az) = n(n(z), a). Intuitively, a transducer is a labeled finite graph with a designated start node,
where the edges are labeled by T and the nodes are labeled by ¥. A X-labeled T-tree (T*,7) is
regular if there exists a transducer D = (1, %, @, qo,7n, L), such that for every x € T*, we have
7(z) = L(n(x)). We then say that the size of (Y*,7), denoted ||7||, is |@Q|, the number of states of
D.

Alternating automata on infinite trees generalize nondeterministic tree automata and were first
introduced in [MS87]. Here we describe alternating two-way tree automata. For a finite set X, let
BT (X) be the set of positive Boolean formulas over X (i.e., boolean formulas built from elements in
X using A and V), where we also allow the formulas true and false, and, as usual, A has precedence
over V. For a set Y C X and a formula 6§ € B*(X), we say that Y satisfies 6 iff assigning true to
elements in Y and assigning false to elements in X \ Y makes 0 true. For a set T of directions,
the extension of T is the set ext(Y) = T U {e, 1} (we assume that T N {e,1} = 0). An alternating
two-way automaton over ¥-labeled Y-trees is a tuple A = (2,Q,qo,d, F), where ¥ is the input
alphabet, @ is a finite set of states, go € Q is an initial state, § : Q@ x ¥ — BT (ezt(Y) x Q) is the
transition function, and F' specifies the acceptance condition.

A run of an alternating automaton A over a labeled tree (Y*, V') is a labeled tree (T}, r) in which
every node is labeled by an element of T* x Q. A node in T, labeled by (z, ¢), describes a copy of
the automaton that is in the state g and reads the node x of T*. Many nodes of T, can correspond
to the same node of T*; there is no one-to-one correspondence between the nodes of the run and
the nodes of the tree. The labels of a node and its successors have to satisfy the transition function.
Formally, a run (7T}, r) is a X,-labeled I'-tree, for some set I' of directions, where ¥, = T* x @ and
(Ty,r) satisfies the following:

1. e € T, and r(e) = (e, qo)-

2. Consider y € T, with r(y) = (z,q) and d(q,V(z)) = 0. Then there is a (possibly empty)
set S C ext(T) x @, such that S satisfies 6, and for all {c,q') € S, there is y € T such that

3As will get clearer in the sequel, the reason for that is that rewrite rules refer to the prefix of words.
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v -y € T, and the following hold:

e Ifce X, then r(y-y) = (c-z,q).
e If c =¢, then r(y-y) = (z,¢).
e If ¢ =1, then z = v - 2, for some v € T and z € T*, and r(y-y) = (2,¢).

Thus, e-transitions leave the automaton on the same node of the input tree, and 1-transitions take
it up to the parent node. Note that the automaton cannot go up the root of the input tree, as
whenever ¢ =1, we require that x # €.

A run (T,,r) is accepting if all its infinite paths satisfy the acceptance condition. We consider
here parity acceptance conditions [EJ91]. A parity condition over a state set @ is a finite sequence
F ={F\,F,,...,Fp} of subsets of Q, where F; C F5 C ... C F;, = . The number m of sets is
called the indezx of A. Given a run (7},7) and an infinite path 7 C T}, let inf(7) C @ be such that
q € inf(m) if and only if there are infinitely many y € 7 for which r(y) € T* x {g}. That is, inf ()
is the set of states that appear infinitely often in 7. A path 7 satisfies the condition F' if there is an
even i for which inf () N F; # 0 and inf(7) N F;—; = 0. An automaton accepts a labeled tree if and
only if there exists a run that accepts it. We denote by L(.A) the set of all 3-labeled trees that A
accepts. The automaton A is nonempty iff L(A) # 0. The Biichi acceptance condition [Biic62] is a
private case of parity of index 3. The Biichi condition F' C @ is equivalent to the parity condition
(0, F,Q). A path 7 satisfies the Biichi condition F' iff inf(7) N F # (.

We say that A is one-way if § is restricted to formulas in B*(YT x Q). We say that A is
nondeterministic if its transitions are of the form \/,.; A cv(v,q;)), in such cases we write ¢ :

Q x ¥ — 227 In the case that |T| =1, Ais a word automaton.

Theorem 3.2.3 Given an alternating two-way parity tree automaton A with n states and indez k,
we can construct an equivalent nondeterministic one-way parity tree automaton whose number
of states is exponential in nk and whose indezx is linear in nk [Var98|, and we can check the
nonemptiness of A in time exponential in nk [EJS93].

The membership problem of an automaton A and a regular tree (T*,7) is to determine whether
A accepts (T*,7); or equivalently whether (Y* 7) € L(A). For ¢ € Q and w € T*, we say
that A accepts (Y*,7) from (g, w) if there exists an accepting run of A that starts from state ¢
reading node w (i.e. a run satisfying Condition 2 above where the root of the run tree is labeled
by (w,q)). The global membership problem of A and regular tree (T*,7) is to determine the set
{(¢g,w) | A accepts (T*, 1) from (g, w)}.

We use acronyms in {1,2} x {A, N} x{B, P} x{T, W} to denote the different types of automata.
The first symbol stands for the type of movement of the automaton: 1 for 1-way automata (we
often omit the 1) and 2 for 2-way automata. The second symbol stands for the branching mode
of the automaton: A for alternating and N for nondeterministic. The third symbol stands for the
type of acceptance used by the automaton: B for Biichi and P for parity, and the last symbol
stands for the object the automaton is reading: W for words and T for trees. For example, a 2APT
is a 2-way alternating parity tree automaton and an NBW is a 1-way nondeterministic Biichi word
automaton.
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3.2.3 Alternating Automata on Labeled Transition Graphs

Consider a labeled transition graph G = (%, S, L, p, so). Let A = {¢,00,0}. An alternating automa-
ton on labeled transition graphs (graph automaton, for short) [Wil99] 4 is a tuple S = (3, @, q0, 6, F),
where ¥, Q, qo, and F are as in alternating two-way automata, and § : Q x ¥ — BT(A x Q) is the
transition function. Intuitively, when S is in state ¢ and it reads a state s of G, fulfilling an atom
(0, t) (or Ot, for short) requires S to send a copy in state ¢ to some successor of s. Similarly, fulfilling
an atom [t requires S to send copies in state ¢ to all the successors of s. Thus, graph automata
cannot distinguish between the various successors of a state and treat them in an existential or
universal way.

Like runs of alternating two-way automata, a run of a graph automaton & over a labeled
transition graph G = (%, S, L, p, s9) is a labeled tree in which every node is labeled by an element
of S x Q. A node labeled by (s, q), describes a copy of the automaton that is in the state g of S
and reads the state s of G. Formally, a run is a ¥,-labeled I'-tree (T}, ), where I' is some set of
directions, X, = S x @, and (T}, r) satisfies the following:

1. € € T, and r(e) = (s0,90)-

2. Consider y € T, with r(y) = (s,q) and d(q, L(s)) = 6. Then there is a (possibly empty) set
S C A x @, such that S satisfies 6, and for all (c,q') € S, we have:

e If ¢ = ¢, then there is v € T such that y-y € T, and r(y-y) = (s,q).

e If ¢ = O, then for every successor s’ of s, there is v € I" such that v-y € T, and
r(y-y) = (s,4).

o Ifc = , then there is a successor s’ of s and vy € T such that y-y € T, and r(y-y) = (¢, ¢)-

Acceptance is defined as in 2APT runs. The graph G is accepted by S if there is an accepting
run on it. We denote by £(S) the set of all graphs that S accepts and by §? = (%, Q, ¢,0, F) the
automaton S with ¢ as its initial state.

We use graph automata as our branching time specification language. We say that a labeled
transition graph G satisfies a graph automaton S, denoted G = S, if S accepts G. Graph automata
have the same expressive power as the u-calculus. Formally,

Theorem 3.2.4 [Wil99] Given a p-calculus formula 1, of length n and alternation depth k, we
can construct a graph parity automaton Sy such that L(Sy) is ezactly the set of graphs satisfying
9. The automaton Sy has n states and indezx k.

We use NBW as our linear time specification language. We say that a labeled transition graph
G satisfies an NBW N, denoted G = N, if T, N L(N) # § (where sg is the initial state of G)°. We
are especially interested in cases where ¥ = 247, for some set AP of atomic propositions AP, and
in languages L C (247)“ definable by NBW or formulas of the linear temporal logic LTL [Pnu77].
For an LTL formula ¢, the language of ¢, denoted L(yp), is the set of infinite words that satisfy ¢.

Theorem 3.2.5 [VW94] For every LTL formula ¢, we can construct an NBW N, with 20(¢l)
states such that L(N,) = L(p).

“See related formalism in [JW95].
®Notice, that our definition dualizes the usual definition for LTL. Here, we say that a linear time specification is
satisfied if there exists a trace that satisfies it. Usually, a linear time specification is satisfied it if all traces satisfy it.
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Given a graph G and a specification S, the global model-checking problem is to compute the set
of configurations s of G such that G° = S. Whether we are interested in branching or linear time
model-checking is determined by the type of automaton used.

3.3 Global Membership for 2APT

In this section we solve the global membership problem for 2APT. Let A = (%, S, sq, p, @) be a
2APT and T = (Y*, 7) a regular tree. Our construction consists of two stages. First, we modify A
into a 2APT A’ that starts its run from the root of the tree in an idle state. In this idle state it
goes to a node in the tree that is marked with a state of A. From that node, the new automaton
starts a fresh run of A from the marked state. We convert A’ into an NPT P [Var98]. Second, we
combine P with an NBT D’ that accepts only trees that are identical to the regular tree T and in
addition have exactly one node marked by some state of A. We check now the emptiness of this
automaton A”. From the emptiness information we derive an NFW N that accepts a word w € T*
in state s € S (i.e. the run ends in state s of A; state s is an accepting state of N) iff A accepts T'
from (s, w).

Theorem 3.3.1 Consider a 2APT A = (3,85, s0,p,a) and a regular tree T = (Y*, 7). We can
construct an NFW N = (Y, R' U S,rq, A, S) that accepts the word w in state s € S iff A accepts
T from (s,w). Let n be the number of states of A and h its index; the NFW N is constructible in
time exponential in nh and polynomial in ||7||.

Proof: Let Sy =SU{L}and T = {vy,...,vx}. Consider the 2APT A" = (¥ x 54,5, s, 0, ')
where S’ = S U {s}}, sj is a new initial state, o/ is identical to «a except having s{, belonging to
some odd set of o/, and p’ is defined as follows.

| o(s,0) 5 # 5
p(s,(0,t) =< Vyer(v,s0) s=spandt= 1
v,s0)V(e,s') s=s,andt =35

ver (V> 5o 0

Clearly, A’ accepts a (X x S5 )-labeled tree T" iff there is a node z in 7" labeled by (o, s) for some
(0,s8) € ¥ x S and A accepts the projection of 77 on ¥ when it starts its run from node z in state s.
Let P = (X x S5, P,pg, p1, 1) be the NPT that accepts exactly those trees accepted by A’ [Var98].
If A has n states and index h then P has (nh)9(™) states and index O(nh).

Let D = (T,%,Q,q0,n, L) be the transducer inducing the labeling 7 of T. We construct an
NBT D’ that accepts (X x S, )-labeled trees whose projection on ¥ is 7 and have exactly one node
marked by a state in S. Consider the NBT D' = (¥ x S4,Q x{L, T} (go,L),n,Q x {T}) where n/
is defined as follows. For ¢ € @ let pend;(q) = ((n(g,v1), T),..., (n(g,vi), L),...,(n(g,vk), T)) be
the tuple where the j-th element is the v;-successor of ¢ and all elements are marked by T except
for the i-th element, which is marked by L. Intuitively, a state (¢, T) accepts a subtree all of whose
nodes are marked by L. A state (¢, L) means that D’ is still searching for the unique node labeled
by a state in S. The transition to pend; means that D’ is looking for that node in direction v; € T.

e e
! _ qavlaTa ; Qavka—r :J—7’Y€ ana o = q
UGB @) =Y (pendi(a) | i € [1.4]) B=~=1ando=Lg)

0 Otherwise
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Clearly, D' accepts a (X x Sy)-labeled tree T" iff the projection of 7" on ¥ is exactly 7 and all
nodes of T" are labeled by L except one node labeled by some state s € S.

Let A" = (3 x S4, R, 79,8, a2) be the product of D' and P where R = (Q x {L,T}) x P,
ro = ((g0,L),p0), 0 is defined below and ay = (FY,..., F. ) is obtained from a; = (Fy,..., Fy,) by
setting F = ((@ x{L, T}) x F1)U(Q x{L}x P) and for i > 1 we have F} = (Q x{T}) x F;. Thus,
1 states are visited finitely often, and otherwise only the state of P is important for acceptance.
For every state ((q,5),p) € (Q x {L,T}) x P and letter (o,7) € ¥ x S+ the transition function §
is defined by:

5 (((¢:8),p),(0,7)) =

{(p1,...,pr) € p1(p,(c,7)) and
{(((‘h;ﬂl)apl)a ceny ((Qka/@k)apk» <(q1”81)’ . (Qkaﬂk» c 77,((% IB)’ (0_’7)) }

Every tree T" accepted by A" has a unique node z labeled by a state s of A and all other nodes
are labeled by L, and if T is the projection of 77 on 3 then A accepts T from (s, ).

The number of states of A" is ||7]| - (nh)P") and its index is O(nh). We can check whether A"
accepts the empty language in time exponential in nh. The emptiness algorithm returns the set of
states of A" whose language is not empty [EJS93]. From now on we remove from the state space
of A" all states whose language is empty. Thus, transitions of A” contain only tuples such that all
states in the tuple have non empty language.

We are ready to construct the NFW N. The states of N are the states of A” in (Q x {L}) x P
in addition to S (the set of states of A). Every state in S is an accepting sink of N. For the
transition of N we follow transitions of |-states. Once we can transition into a tuple where the L
is removed, we transition into the appropriate accepting states.

Let N = (Y,R'US,rg,A,S), where R = RN (Q x {L} x P), ro is the initial state of A", S is
the set of states of A (accepting sinks in N), and A is defined below.

Consider a state ((g, L),p) € R'. Tts transition in A" is of the form
§ (((g,1),p), (L(g), L)) =

{(@ D (@ @Dy |, G e
§ (((g, 1),p), (L(q), 8)) =
<

{t@ D@ |, G

For every tuple <((QI7 T)apl)a RN ((q'ia J—)api)a AR ((qka T)apk»appearing in 5(((q7 J_),p), (L(q)’ J—))a

we add ((gi, L), pi) to A(((g,1),p),vi). For every tuple (((q1,T),p1),- -, ((gk, T),px))appearing in
0(((g,L),p), (L(q),s)), we add the letter s to A(((q,L),p),€).

Lemma 3.3.2 A word w € T* is accepted by N in a state s € S iff A accepts T from (w,s).

Proof: Given a node w € T* and a state s € S let the tree T3 be the unique (X x S;)-labeled
tree whose projection on 3 is T" and its unique node labeled by a state in S is w that is labeled by
s.

Suppose that N accepts w with the run 7 = ((qo, L), p0),---,((¢n,L),Pn),s that ends in s.
We construct an accepting run tree 7' : T* — R of A" on T}. Let r'(€) = ((qo,L),po). Clearly,
7'(€) = rp. Continue by induction the run 7' from a node z € T* labeled by ((g;, L), p;). From the
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definition of N it follows that for every two adjacent states in r, ((g;, L), i), ((¢i+1,L),pi+1) the

transition §(((g;, L),ps), (o, L)) of A" contains a tuple { ( (¢:*1,T), pi*!), ..., ((qj-“,J.),pj-“),
e ((quH,T),pch) ) such that o = L(g;), qj-“ = gi+1, pé-“ = pi+1 and for every [ we have

that the language of (( ,a),pg'H) is not empty. For [ # j we add some accepting run tree of
((qf“, T),pf’l) under z - v;. We label z - vj by ((¢i+1, L), pi+1). Similarly, when we reach the end
of the run of N, the transition §(((gn,L),pn), (L(q),s)) contains a tuple { ((¢¥, T),p?*!), ...,
((QZH, T), pzﬂ) ) such that for every state in the tuple its language is not empty. We now add a
complete accepting run tree below every successor of the node z and complete the accepting run

r" of A”. Tt follows from the definition of A” that A accepts T' from (s, w).

Suppose that A accepts T from (s,w) then we conclude that A" accepts T and from the
accepting run of A" we construct an accepting run of N on w that ends in state s. a

i+1
q

O

3.4 Global Model Checking of Branching Time Properties

In this section we solve the global model-checking for branching time specifications by a reduction
to the global membership problem for 2APT. We start by demonstrating our technique on global
model-checking for pushdown systems. Then we show how to extend it to prefix-recognizable
systems. The construction is somewhat different from the construction in [KV00] as we use the
global-membership of 2APT instead of the emptiness of 2APT.

Consider a rewrite system R = (X,V,Q,L,T). Recall that a configuration of R is a pair
(¢,z) € Q x V*. Thus, the store z corresponds to a node in the full infinite V-tree. An automaton
that reads the tree V* can memorize in its state space the state component of the configuration
and refer to the location of its reading head in V* as the store. We would like the automaton to
“know” the location of its reading head in V*. A straightforward way to do so is to label a node
z € V* by x. This, however, involves an infinite alphabet. We show that labeling every node in
V* by its direction is sufficiently informative to provide the 2APT with the information it needs in
order to simulate transitions of the rewrite system. Let (V*,7, ) be the tree where 7, (z) = dir(z).

3.4.1 Pushdown Systems

In this section we present our solution for pushdown systems in details.

Theorem 3.4.1 Given a pushdown system R = (X,V,Q,L,T) and a graph automaton W =
(3, W, wg, 0, F), we can construct a 2APT A on V-trees and a function f that associates states
of A with states of R such that A accepts (V*,7,,) from (p,z) iff Gg(p)’w) = W. The automaton
A has O(|Q| - ||T|| - |V]) states, and has the same indez as W .

Proof: Let V ={A;,...,A,} and ¥ =V U{L}. Recall that in order to apply a rewrite rule of a
pushdown system from configuration (g, z), it is sufficient to know ¢ and the first letter of z. Let
(V*,7,) be the V-labeled V-tree such that for every z € V* we have 7, (z) = dir(z). Note that
(V*,1,) is a regular tree of size |V|+ 1. We define A = (V, P,n, py, ) as follows.

v
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e P = (W xQ X tails(T)), where tails(T) C V* is the set of all suffixes of words z € V* for
which there are states ¢,¢' € Q@ and A € V such that (g, A, z,q') € T. Intuitively, when A
visits a node z € V* in state (w, ¢, ), it checks that G with initial state (g, y - z) is accepted
by WY. In particular, when y = ¢, then G with initial state (¢, ) (the node currently being
visited) needs to be accepted by W?. States of the form (w,q,¢) are called action states.
From these states A consults ¢ and T in order to impose new requirements on the exhaustive
V-tree. States of the form (w,q,vy), for y € V*, are called navigation states. From these
states A only navigates downwards y to reach new action states.

e In order to define  : P x ¥ — Bt (ext(V) x P), we first define the function apply, :
AXW xQxV — Bt(ext(V) x P). Intuitively, apply, transforms atoms participating in §
to a formula that describes the requirements on Gr when the rewrite rules in 7' are applied
to words of the form A-V*. Force A, we W, g€ Q, and A € V we define

<€a (w,q,e)) Ife=¢
applyR(C, w,dq, A) = /\(q,A,y,q’)eT<T, (U], ql, y)> If ¢ = O
V(qu,y,q’)eT<T, (U), qla y)) Ifc= <>

Note that 7" may contain no tuples in {g} x {A} x V* x @ (that is, the transition relation of
G r may not be total). In particular, this happens when A = | (that is, for every state g € Q
the configuration the state (g,¢) of Gg has no successors). Then, we take empty conjunctions
as true, and take empty disjunctions as false.

In order to understand the function applyp, consider the case ¢ = 0. When W reads the
configuration (g, A - z) of the input graph, fulfilling the atom Os requires S to send copies in
state w to all the successors of (¢, A - ). The automaton A then sends to the node z copies
that check whether all the configuration (¢',y - ), with pr((q, A - z), (¢',y - 7)), are accepted
by W with initial state w.

Now, for a formula 8 € BT (A x W), the formula apply (6, q, A) € B (ext(V) x P) is obtained
from @ by replacing an atom (c, w) by the atom apply (¢, w,q, A). We can now define 7 for
all A€ VU{L} as follow.

- n((wa% 5>’A) = a’pplyR((s(w’L(QaA))aQa A)
= n({w,q, B -y), A) = (B, (w, ,y))-

Thus, in action states, A reads the direction of the current node and applies the rewrite rules
of R in order to impose new requirements according to §. In navigation states, A needs to go
downwards B - y.

e F' is obtained from F by replacing each set F; by the set F; x Q x tails(R).

The function f associates with state (w, ¢, €) the state ¢ of R. For other states, f is undefined. [J

Pushdown rewrite systems are a special case of prefix-recognizable rewrite systems. In the next
section we describe how to extend the construction described above to prefix-recognizable systems,
and we also analyze the complexity of the model-checking algorithm that follows for the two types
of systems.
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3.4.2 Prefix-Recognizable Systems

In this section we extend the construction described above to prefix-recognizable transition sys-
tems.Again the two-way automaton navigates through the full V-tree and simulates transitions of
the rewrite system. In order to apply a rewrite rule (g, «;, 5;,7i,q’), the automaton goes up the
tree along a word in ¢, it checks that the suffix is in 8; by sending a separate copy to the root,
and moves downwards along a word in ;.

Theorem 3.4.2 Given a prefiz-recognizable system R = (£,V,Q,L,T) and a graph automaton
W = (8, W,wqg,d, F), we can construct a 2APT A on V-trees and a function f that associates

states of A with states of R such that A accepts (V*,1,) from (p,z) iff Gg(p)’x) E W. The
automaton A has O(|Q| - ||T|| - |V|) states, and has the same index as W.

Proof: Let Qo = Qo U Qg U Q, be the union of all the state spaces of the automata associated
with regular expressions that participate in 7'.

As in the case of pushdown systems, .4 uses the labels of the tree to learn the state in V* that
each node corresponds to. As there, A applies to the transition function § of W the rewrite rules
of R. Here, however, the application of the rewrite rules on atoms of the form ¢w and Cw is more
involved, and we describe it below. Assume that A wants to check whether WY accepts Gg’x), and

it wants to proceed with an atom Qw’ in §(w). The automaton A needs to check whether W*'

accepts Gg”y) for some configuration (¢’,y) reachable from (g,z). That is, a configuration (¢’,y)

for which there is (g, a;, 8i,7i,¢") € T and partitions z’ - z and v’ - z, of x and vy, respectively, such
that 2’ is accepted by Uy, # is accepted by Up,, and is y’ accepted by U,,. The way A detects such
a configuration (g, y) is the following. From the node z, the automaton A simulates the automaton
Uy, upwards (that is, A guesses a run of U,, on the word it reads as it proceeds on direction 1
from z towards the root of the V-tree). Suppose that on its way up to the root, A gets to a state
in F,, as it reads the node z € V*. This means that the word read so far is in ¢;, and can serve as
the prefix =/ above. If this is indeed the case, then it is left to check that the word z is accepted
by Upg,, and that there is a state that is obtained from z by prefixing it with a word y' € 7; that is
accepted by 8% . To check the first condition, A sends a copy in direction 1 that simulates a run
of Upg,, hoping to reach a state in Fp, as it reaches the root (that is, A guesses a run of Ug, on the
word it reads as it proceeds from z up to the root of the V-tree). To check the second condition,
A simulates the automaton U, backwards down the tree. A node 3’ -z € V* that A reads as it
encounters the initial state q,(;i can serve as the node y we are after. The case for an atom Clw'

is similar, only that here A needs to check whether W?* accepts Ggg’y) for all configurations (¢',y)

reachable from z, and thus the choices made by A for guessing the partition z’ - z of z and the
prefix 4’ of y are dual.

In order to follow the above application of rewrite rules, the state space of Ais P =W x @ %
T x Qq x {V,3}. Thus, a state is a 5-tuple p = (w, ¢, (¢, @i, Bi, Vi, q), 8, b), where b € {V, 3} is the
simulation mode (depending on whether we are applying R to an ¢ or an O atom), (¢', &, Bi, Vi, q)
is the rewrite rule in 7" we are applying, and s € Q,, UQ g, UQ», is the current state of the simulated
automaton®. A state where s = qgi is an action state,where we apply R on the transitions in d.

5Note that a straightforward representation of P results in O(|Q| - |T|-|R|- |V|) states. Since, however, the states
of the automata for the regular expressions are disjoint, we can assume that the tuple in T that each automaton
corresponds to is uniquely defined from it.

86



Other states are navigation states. The formal definition of the transition function of A follows
quite straightforwardly from the definition of the state space and the explanation above.

The acceptance condition of A is the adjustment of F' to the new state space. That is, it is
obtained from F' by replacing each set F; by the set F; x Q x T x Qg x {V,3}. We add W x @ x
T x (Qa \ QY) x {V} as the maximal even set and W x Q x T x (Qq \ Q) x {3} as the maximal
odd set. This way, in existential mode we exclude runs in which the simulation phase continues
forever while allowing them in universal mode. Indeed, as we assumed that initial states have no
incoming arrows, as long as A does not reach the initial state of U, it cannot visit lower sets in
the acceptance condition. ]

The constructions in Theorems 3.4.1 and 3.4.2 reduce the global model-checking problem to the
global membership problem of a 2APT. By Theorem 3.3.1, we then have the following.

Theorem 3.4.3 The global model-checking problem for a pushdown or a prefiz-recognizable system
R=(3,V,Q,L,T) and a graph automaton W = (X, W, wy, d, F'), can be solved in time exponential
in nk, where n = |Q| - ||T|| - |V| and k is the indezx of W.

Together with Theorem 3.2.4, we can conclude with an EXPTIME bound also for the global
model-checking problem of p-calculus formulas, matching the lower bound in [Wal96]. Note that
the fact the same complexity bound holds for pushdown and prefix-recognizable rewrite systems
stems from the different definition of | 7’| in the two cases.

3.5 Path Automata on Trees

Path automata on trees are a hybrid of nondeterministic word automata and nondeterministic tree
automata: they run on trees but have linear runs. Here we describe two-way nondeterministic
Biichi path automata. We introduced path automata in [KPV02], where they are used to give
an automata-theoretic solution to the local linear time model checking problem?. A two-way
nondeterministic Bichi path automaton (2NBP, for short) on X-labeled Y-trees is a 2ABT where
the transition is restricted to disjunctions. Formally, S = (3, P, pg, d, F'), where X, P, pg, and F are
as in an NBW, and § : P x & — 2(est(T)XP) jg the transition function. A path automaton that visits
the state p and reads the node z € T chooses a pair (d,p') € d(p,7(x)), and then follows direction
d and moves to state p’. It follows that a run of a 2NBP on a labeled tree (T*,7) is a sequence of
pairs r = (zg,po), (£1,P1),.-.. The run is accepting if it visits F' infinitely often. As usual, £(S)
denotes the set of trees accepted by S.  We measure the size of a 2NBP by two parameters, the
number of states and the size, |§| = XpecpXaex|0(s, a)|, of the transition function.

We studied in [KPV02] the emptiness and membership problems for 2NBP. Here, we consider
the global membership problem of 2NBP. We show that the reduction used in [KPV02] from the
membership problem of 2NBP to the emptiness problem of ABW, can be used to construct an
NFW N that accepts the word w € T* in state p € P (i.e. the run ends in state p of S; state p is
an accepting sink of N) iff § accepts (T*,7) from (g, w).

"There is a similar type of automata called Tree Walking Automata. These are automata that read finite trees
and expect the nodes of the tree to be labeled by the direction and by the set of successors of the node. Tree walking
automata are used in XML queries. See [EHvB99, Nev(2].
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Theorem 3.5.1 Consider a 2NBP S = (X, P, po, d, F') and a regular tree (Y*, 7). We can construct
an NFW N = (Y,Q" U P,qq, A, P) that accepts the word w in a state p € P iff S accepts T from
(p,w). We construct N in time O(|P|?-|8| - ||7||) and space O(|P|? - ||7||)-

The first thing that we do is slightly modify the 2NBP. We add an ‘idle’ state, in which the
automaton starts its run from the root. In this idle state, the automaton navigates to some arbitrary
node of the tree. Then, the automaton transitions to an arbitrary state and starts a ‘normal’ run.
The ‘idle’ state masks the fact that we would like to identify all the pairs (g, w) from which the
tree is accepted. Thus, the new automaton S’ navigates to the node w in the idle state and then
transitions into state gq.

We showed in [KPV02] how to construct an ABW A that is not empty iff S’ accepts the tree
T. In the proof, we translate an accepting run of A on ¢“ into an accepting run of &’ on T and
vice versa. Thus, there is a 1-1 and onto correspondence between runs of A on a* and runs of S’
on T. We extract from the emptiness information on A the pairs (¢, w) such that S? accepts the
tree from node w. The full proof of Theorem 3.5.1, which is rather involved, is in Appendix 3.A.

3.6 Global Linear Time Model Checking

In this section we solve the global model-checking for linear time specifications. As branching
time model-checking is exponential in the system and linear time model-checking is polynomial
in the system, we do not want to simply reduce linear time model-checking to branching time
model-checking. We have to develop methods specifically for linear time. We solve the global
model-checking problem by a reduction to the global membership problem of 2NBP. We start by
demonstrating our technique on global model-checking for pushdown systems. Then we show how
to extend it to prefix-recognizable systems. Again, the main difference from the construction in
[KPVO02] is the usage of the global-membership problem of 2NBP.

As in the previous section, the 2NBP reads the full infinite V-tree. It uses its location as the
store and memorizes as part of its state the state of the rewrite system. As before, for pushdown
systems it is sufficient to label a node in the tree by its direction. For prefix-recognizable systems
the label is more complex and reflects the membership of z in the regular expressions that are used
in the transition rules.

3.6.1 Pushdown Systems

We use again the tree (V*,7,).  We construct a 2NBP S that reads (V*,7,,). The state space
of S contains a component that memorizes the current state of the rewrite system. The location
of the reading head in (V*, 7, ) represents the store of the current configuration. Thus, in order to
know which rewrite rules can be applied, S consults its current state and the label of the node it
reads.

Theorem 3.6.1 Given a pushdown system R= (X, V,Q,L,T) and an NBW N = (X, W, wq,n, F),
we can construct a 2NBP S on V -trees and a function f that associates states of S with states of R
such that S accepts (V*,1,,) from (s,z) iff G%(S)’I) = N. The automaton S has O(|Q| - ||T|| - |N|)
states and the size of its transition function is O(||T|| - |N|).

Proof: We define S = (V, P, py, d, F'), where
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e P=W x Q X tails(T). Intuitively, when S visits a node z € V* in state (w,q,y), it checks
that R with initial configuration (q,y - z) is accepted by N™. In particular, when y = ¢, then
R with initial configuration (g, z) needs to be accepted by N™. As before, states of the form
(w,q,€) are action states where S imposes new requirement on (V*,7,,). States of the form
(w,q,y), for y € V*, are navigation states.

e The transition function 4 is defined for every state in (w, q,z) € W x Q X tails(T) and letter
A €V as follows.

— 0((w, q,€), A) ={((v', ¢,y),1) : v’ €n(w,L(q, A)) and (q,4,y,q') € T}.
- 5(<waQaB ' y)aA) = {(<waQ7 y)aB)}'

Thus, in action states, S reads the direction of the current node and applies the rewrite rules
of R in order to impose new requirements according to 7. In navigation states, S needs to go
downwards B -y, so it continues in direction B.

e F' ={(w,q,€e) : we F and q € Q}. Note that only action states can be accepting states of
S.

The function f associates with state (wg,q,€) of S the state ¢ of R. For other states f is
undefined.

Assume first that S accepts (V*, 7, ) when starting its run in state (wp, g, €) from node z. Then,
there exists an accepting run r = ((wo, ¢, €), ), ((w1,¢1,1),21),... of S on (V*, 7, ). Extract from
r the subsequence ((wo, g, €), ), ((wi,, qi,,€),Zi; ), - - . of action states. As the run is accepting and
only action states are accepting states we know that this subsequence is infinite. By the definition
of 6, the sequence (gi,,Zi, ), (giy, Ziy), - - . corresponds to an infinite path in the graph Gg. Also,
by the definition of F', the run wg, w;,, w;,,- .. is an accepting run of N on the trace of this path.
Hence, G contains an (z, g)-trace that is accepted by N, thus (z,q) = N.

Assume now that (¢,z) = N. Then, there exists a path (q,z),(q1,1),... in Gr whose trace
does not satisfy ¢. There exists an accepting run wop, w1, ... of M~ on this trace. The combination
of the two sequence serves as the subsequence of the action states in an accepting run of S. It is
not hard to extend this subsequence to an accepting run of S on (V*,7,,) from ((wq,q,€),z). O

3.6.2 Prefix-Recognizable Systems

We now turn to consider prefix-recognizable systems. Again a configuration of a prefix-recognizable
system R = (3,V,Q, L, T) consists of a state in @ and a word in V*. So, the store content is still
a node in the tree V*. However, in order to apply a rewrite rule it is not enough to know the
direction of the node. Recall that in order to represent the configuration (¢,z) € @Q x V*, our
2NBP memorizes the state g as part of its state space and it reads the node £ € V*. In order to
apply the rewrite rule t; = (g, a4, 8i,7i,q'), the 2NBP has to go up the tree along a word y € «;.
Then, if z = y - z, it has to check that z € §;, and finally guess a word 3’ € ; and go downwards
y' to ¥’ - z. Finding a prefix y of z such that y € «;, and a new word y' € «; is done as in the
case of branching time by emulating the automata U,;, and U,,. How can the 2NBP know that
z € B;7 Instead of labeling each node x € V* only by its direction, we can label it also by the
regular expressions 3 for which z € 8. Thus, when the 2NBP runs U,, up the tree, it can tell, in
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every node it visits, whether z is a member of §; or not. If z € 3;, the 2NBP may guess that time
has come to guess a word in 7; and run U,, down the guessed word.

Thus, in the case of prefix-recognizable systems, the nodes of the tree whose membership is
checked are labeled by both their directions and information about the regular expressions 8. Let
{B1,---,Bn} be the set of regular expressions f; such that there is a rewrite rule (g, a;, 8i,vi,¢') € T.
Let Dg, = (V, Dgi,qgi,ngi, Fj,) be the deterministic automaton for the language of ﬂf (where L"
is the reversed language of L). For a word z € V*, we denote by 7g,(x) the unique state that
Dg, reaches after reading the word 2. Let S =V x i<i<nDpg,. For a letter o € X, let oli], for
i € {0,...n}, denote the i-th element in o (that is, o[0] € V and o[i] € Dg, for i > 0). Let (V*, 73)
denote the Z-labeled V-tree such that 7(e) = (L, qgl, ... ,qgn), and for every node A-z € V1, we
have 75(A-z) = (A,np, (A x),...,ns,(A-z)). Thus, every node z is labeled by dir(z) and the vector
of states that each of the deterministic automata reach after reading . Note that 74(x)[i] € Fj,
iff 2" € ﬂ? i.e. z € B;. Note also that (V*,73) is a regular tree whose size is exponential in the
sum of the lengths of the regular expressions (i, ..., O,.

Theorem 3.6.2 Given a prefiz-recognizable system R = (X, V,Q,L,T) and an NBW N = (X, W,
wo,n, F'), we can construct a 2NBP S on V-trees and a function f that associates states of S
with states of R such that S accepts (V*,73) from (s,z) iff Gg{(s)’w) = N. The automaton S has
O(|Q| - (|1Qal +|Q+|) - IT| - N]|) states and the size of its transition function is O(||T|| - |N|).

The proof resembles the proof for pushdown systems. This time, the application of a rewrite
rule ¢t; = (g, &4, Bi, Vi, ¢') involves an emulation of the automata Uy, (upwards) and U, (downwards).
Accordingly, one of the components of the states of the 2NBP is a state of either U,, or U,,. Action
states are states in which this component is the initial state of U,,. From action states, the 2NBP
chooses a new rewrite rule ty = (¢, ay, By, vir,q"), and it applies it as follows. First, it enters the
initial state of Uy,,, and runs U,, up the tree until it reaches a final state. It then verifies that
the current node is in the language of 8y, in which case it moves to a final state of U,, and runs
it backward down the tree until it reaches a new action state.

Proof: We define S = (%, P, pg, 6, F') as follows.
o X =V xII' Dg,.

o P={(w,q,s,t;) | weW, geQ, ti=(¢,,0i,7,q9) €T, and s € Qq; UQ~,}

Thus, S holds in its state a state of IV, a state in (), the current state in ), or @,, and
the current rewrite rule being applied. A state (w,q,s, (¢, @i, Bi,Vi,q)) is an action state if
s is the initial state of U,,, that is s = qf)ﬁ. In action states, S chooses a new rewrite rule
ty = {q, oy, Bir,Yir,q'). Then S updates the N component according to the current location
in the tree and moves to the state qgi,, the initial state of Uy, . Other states are navigation
states. If s € @4, is a state in U, (that is not initial), then S chooses a direction in the
tree, a predecessor of the state in (),, reading the chosen direction, and moves in the chosen
direction. If s € Qq, is a state of U,, then S moves up the tree (towards the root) while
updating the state of U,,. If s € F,, is an accepting state of U,, and 7(z)[i] € Fp, marks
the current node z as a member of the language of ; then § moves to an accepting state
s € F,, of Uy, (recall that initial states and accepting states have no incoming / outgoing
edges respectively).
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e The transition function § is defined for every state in P and letter in ¥ = V x II'_; Dg; as
follows.
.

s' € (s, 0[0])
t; = <q,aai7:8i7’yiaq>a s € Qa
(<waQa3’7ti>’6) SEFaia SIEF%,
and o[i] € Fpg,

{(w.a.t9.

t; = <q,aaia:8ia’yi7Q> } U

5((w, q,8,ti),0) = 4 {((w,q,é‘l,ti)aB)

ti = <qlaaia/8ia'yi7q> U
s€ny,(s,B)and BeV

t; = <qlaai,18i,7iaQ>,

ty = (g, o, Bir, Vi, q")
’LUI, ”’Sl’t'l ,6 2 b ) ) ) )
(a0, )|t € y(w, Lig, of0)),
s=¢) and s’ = qgi,

5 €Qy

\
Thus, when s € @, the 2NBP S either chooses a successor s’ of s and goes up the tree or in
case s is an accepting state of Uy, and o[i] € F, then S chooses an accepting state of U,,.

When s € @, the 2NBP S either guesses a direction B and chooses a B-predecessor s’ of s
or in case s = qgi is the initial state of Uf,,, the automaton S updates the state of N, chooses
a new rewrite rule t; = (q, a7, By, Vi, q") and moves to the initial state qgi, of Uy, -

o« "= {(waqasati> | w € F7 q € Qa t; = <q,aai;/8ia’y’iaq>a and s = qu}
Only action states may be accepting. As initial states (of U,,) have no incoming edges, in an
accepting run, no navigation stage can last indefinitely.

The function f associates with state (wy, g, q%., (q', s, Bis iy q)) the state g of R. For other states,
f is undefined.

As before we can show that a (s, x) trace that satisfies N and the rewrite rules used to create
this trace can be used to produce a run of S on (V*,73) starting from node z in state (wo, g, s, ;)
where ¢; = (¢', o, Bi, i, q) and s = ¢,

Similarly, an accepting run of S on (V*,73) starting from node z in state (wo,q, s,t;) where
t; = (¢, , Bi,7i,q) and s = qgi is used to find a (g, z)-trace in G that is accepted by N. ]

Notice that there is some redundancy in the states of S. If we assume that a transition
(g, o, Bisvi,q') is recognized by the states in Qg U Q,;, then we can remove the 7" component
from P.  Combining Theorems 3.5.1, 3.6.1 and 3.6.2, we get the following.

Theorem 3.6.3 The global model-checking problem for a rewrite system R and NBW N is solvable
e in time O((||T|| - |N|)?) and space O((||T|| - |N|)?) when R is a pushdown system.
e in time (||T) - |N|)3 - 29098 and space (|T| - |N|)? - 20098 when R is a prefiz-recognizable

system.

Our complexity coincides with the one in [EHRS00], for pushdown systems, and with the result
of combining [EKS01] and [KPV02], for prefix-recognizable systems.
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3.A Global Membership of 2NBP
3.A.1 Definition of Alternating Automata on Infinite Words

An alternating Biichi automaton on words (ABW for short) is A = (2,Q,qo, 7, F) where X, Q,
qo, and F are as in NBW and 1 : Q@ x ¥ — B1({0,1} x Q) is the transition function. A run
of A on an infinite word w = wow; ... is a labeled IN -tree (T,r) where 7 : 7" — IN x Q. A
node z labeled by (i,q) describes a copy of the automaton in state g reading letter w;. The
labels of a node and its successors have to satisfy the transition function 7. Formally, ¢ € T and
r(e) = (0,¢0) and for all nodes z with r(z) = (i,¢) and n(g, w;) = 6 there is a (possibly empty)
set {(A1,¢1),...,(An,qn)} = 6 such that {z-1,...,z-n} C T and for every 1 < ¢ < n we have
,r(x-c) = (1 + A g.). Thus, a O-transition leaves the automaton reading the same letter. Note
that for 2NBP we call transitions that leave the automaton in the same location e-transitions and
for ABW we call them O-transitions.

A run of an ABW is accepting if every infinite path visits the accepting set infinitely often. As
before, a word w is accepted by A if A has an accepting run on the word. We similarly define the
language L(A) of A.

Again, the size of the automaton is determined by the number of its states and the size of its
transition function. The size of the transition function is |n| = X,coXaex|n(g,a)| where, for a
formula in B*({0,1} x Q) we define |[(A,q)| = |true| = |false| = 1 and |6, V 0o = |01 A O] =
01] + 162] + 1.

Theorem 3.A.1 [VW86] Given an ABW over 1-letter alphabet A = ({a},Q, qo,n, F) we can check
whether L(A) is empty in time O(|n|) and space O(|Q)])-

The emptiness algorithm can also produce a table T' : @ — {0,1} such that T(q) = 1 iff
L(A%) # (. A simple extension of the algorithm can produce for a state g such that L(A?) # 0 an
accepting (ultimately periodic) run of A? on a¥.
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3.A.2 Construction of the NFW

Theorem 3.A.1 Consider a 2NBP § = (X, P,p,6,F) and a regular tree T = (T*,7). We can
construct an NFW N = (Y,Q" U P, qo, A, P) that accepts the word w in a state p € P iff S accepts
T from (p,w). We construct N in time O(|P|? - |6| - ||7]|) and space O(|P|?- |||

Proof: Consider the 2NBP S§' = (X, P/, pg,d’, F) where P' = P U {po} and py ¢ P is a new
state, for every p € P and o € X we have §(p,0) = d(p,0), and for every o € ¥ we have
8"(po,0) = Vyer(po,v) V \/pep(e,p). Thus, &' starts reading (Y*,7) from the root in state po,
the transition of py includes either transitions down the tree that remain in state py or transi-
tions into one of the other states of S. Thus, every accepting run of S’ starts with a sequence
(po,wo), (Po,w1),-- -, (Po,wy), (P, wy),.... Such a run is a witness to the fact that S accepts (Y*, 1)
from (p,w,). We would like to recognize all words w € T* and states p’ € P for which there exist
runs as above with p = p’ and w, = w.

Consider the regular tree (Y*, 7). Let D, be the transducer that generates the labels of 7 where
D, = (Y,%,D,,d%, p;, L;). For a word w € T* we denote by p,(w) the unique state that D, gets
to after reading w. In [KPV02] we construct the ABW A = ({a}, @, q0,7n, F') as follows.

e Q=(PPU(P' xP))xD; x{L,T}.
® gy = <p0,d2,J_>.
o F'=(F xD; x{L})U(P'xD; x{T}).

In order to define the transition function we have the following definitions. Two functions f, :
P'x P' = {1, T} where @ € {1, T}, and for every state p € P’ and alphabet letter o € X the set
C, is the set of states from which p is reachable by a sequence of e-transitions reading letter o and
one final f-transition reading o. Formally

filp,g) =L
_J L ifpeForqeF
fripg) = { T otherwise
Jsg, 81,---,8n € (P')T such that
0o = ! Sozpla Spn =D,

P~ Y lw<i< n, (€ 8;) € §(si_1,0), and
<T7 3n> € 6(571—17 U)
Now 7 is defined for every state in ) as follows.
Vyer Ve, ((p,0',d, 8),0) A (P, d, 8), 0)
n(p,d, @) =\ Vuer Viopyes o, @) (s pr(d,0), 1), 1)
V (1o (o,L. (2 (P, &5 1), 0)
Viereo or,L(a) (P’ P2, d; fa(p',p2)), 0)

) Iad’ 1 ) ’O
n(plap27d7 CY) = \/ VPIEP’ Vﬁ1+ﬁ2:a ( (éijpllapp%dffﬁﬂf?l 7p2))>>’0))/\ )
(d

VUeT,(U,p’)E(S’(pl,LT(d)) V "ECLT(d) ((p p Pr aU)7 fa (plap”»a 1)
Finally, we replace every state of the form {(p,p,d, @) | either p € F or « = 1} by true.

The following claim establishes the connection between A and S'.
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Claim 3.A.2 [KPV02] £(A) # 0 iff (X*,7) € L(S)

The proof in [KPV02] translates an accepting run of 8’ on (T*,7) into an accepting run tree of
A on a and vice versa. It follows from the proof, that whenever the language of a state (p,d, «)
is not empty, then there exists an accepting run of &’ on the regular tree (Y*, 74) where 74 is the
labeling induced by the transducer D?. Similarly, whenever the language of a state (p1,pa,d, @)
is not empty, then there exists a partial run of 8’ that starts and ends in the root of (Y*,74).
Furthermore, if @« = T then this partial run contains a state in F.

As shown in [KPV02] the number of states of A is O(|P|? - ||7||) and the size of its transition
is O(|8] - |P|? - ||7]]). It is also shown there that because of the special structure of A its emptiness
can be computed in space O(|P|? - ||7||) and in time O(|d| - |P|? - ||7]|). As previously explained,
from the emptiness algorithm we can get a table T': @ — {0, 1} such that T'(¢) = 1 iff L(A%) # 0.
Furthermore, we can extract from the algorithm an accepting run of A? on ¢*. Tt follows that in case
(p,d,a) € Px D; x{L, T} the run is infinite and the algorithm in [KPV02] can be used to extract
from it an accepting run of P on the regular tree (Y* 74). If (p,p',d,a) € PXx P x D, x {1, T}
the run is finite and the algorithm in [KPV02] can be used to extract from it a run of P on the
regular tree (Y*,74) that starts in state p and ends in state p’ both reading the root of T*.

We are now ready to construct the NFW N. Let N = (Y,Q' U P,qp, A, P) where Q' =
({po} U ({po} x P)) x D x {L, T} and P is the set of states of S (that serves also as the set of
accepting states), go = (po,d?, L) is the initial state of A, and A is defined as follows.

Consider a state (pg,d, @) € @', its transition in A is

VpeP Vﬂe{J_,T}((pOapa d, 6)50) A (<pa da B)ao)
71(100,07, Oé) = \/ VUET((pO’pT(d’U)7J_>7 1)
VpEP((p’ daJ—>’O)

For every v € Y such that the language of(py, pr(d,v), L) is not empty, we add (pg, p-(d, v), 1)
to A((po,d,a),v). For every state p such that the language of (pg,p,d, ) is not empty and the
language of (p,d, ) is not empty, we add (po, p,d, 8) to A((po,d, ), €). For every state p € P such
that the language of (p,d, L) is not empty, we add (the accepting state) p to A((po,d, @),¢).

Consider a state (po,p,d,a) € Q', its transition in A is

Vp’EP((plapadafa(plap»’(l)) ,
tone) =V VoerVissnea (G007 0000 )
)

V’UET vp’EC’;T(d) (<p05pla PT(d, U)a fa (p()apl )7 1)

For every v € T and for every p' € CPLT(d) such that the language of (po,p’, pr(d,v), fa(po ,p')) is
not empty, we add (po, D', pr(d,v), fo(po, P')) to A((po,p’,d,a),v). For every state p’ such that the
language of (p',p,d, fo(p',p)) is not empty, we add p' to A((po,p,d,a),€). For every state p’ such
that the language of (pg,p’,d, 51) is not empty and the language of (p',p,d,32) is not empty, we
add (pOapla da 51) to A((pOapa da Oé), 5)'

This completes the definition of the automaton. We have to show that for every word w € T*
accepted by N in state p € P we have that (Y*, 1) is accepted by S from (s, w).

Lemma 3.A.3 A word w € T* is accepted by N in a state p € P iff S accepts (Y*, 1) from (p,w).
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Proof: Consider some run r = ng,n1,...,n; of N. Denote by word(r,i) the sequence v; - - vy,
of letters read by N in the run nyg,...n;.

Suppose that N accepts w. There exists an accepting run 7 of N on w. The run r has the
following form r = (po, do, ap); - - ., (P, dn, o), (Do, P, d, &), - - . (Do, Py, d), ), 5. Tt is simple to
see that w = word(r,n + k). We construct an accepting run of S on (Y*,7) starting from (w, s).
Consider the state (pg, p!, d}, @}). From the definition of N it follows that the language of (p!, d}, o)
is not empty. Hence, there exists an accepting run tree of S starting from p' that accepts (Y*, T, )-
We change this accepting run into an accepting run of S that starts from word(r,n + 1). This
serves as the suffix of our run. Consider the transition from (po,p}, d;, ;) to (po, D 1, diy1, 1)
According to the definition of N it results from one of the following:

e The disjunct (po,pj,1,dj 1, 1) A (D1, diy1,p}, B) where diy1 = d; and it is an € transition.

e The disjunct (po,pj,,,di 1, ) where di | = p;(d;,v), word(r,n+i+41) = word(r,n+1i) v,

p; 11 € C’IJL(T(d) and the transition reads the letter v.

In the first case, there exists a run segment that connects p} 41 1o p), that starts and ends in the root
of (Y*,74,). We change this run to start and end in word(r,n + %) and add it before the current
suffix of the run of S. In the second case, we add the state p;_ , reading word(r,n + i + 1) before

the current suffix. By the fact that p} 11 € lef(d) this is a valid transition of S.
The last transition of r adds the initial state p before the current suffix and we are done.

In the other directions, suppose that S accepts T from (w,s). We construct an accepting run
of &’ that starts from the root of T' by padding the run with a prefix of py states. We translate this
run of &' into an accepting run of A as in [KPV02]. The run of N follows the prefix of the run of
A that contains py and ends in s. a

O
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Chapter 4

Pushdown Specifications

Traditionally, model checking is applied to finite-state systems and regular specifications. While
researchers have successfully extended the applicability of model checking to infinite-state systems,
almost all existing work still consider regular specification formalisms. There are, however, many
interesting non-regular properties one would like to model check.

In this paper we study model checking of pushdown specifications. Our specification formal-
ism is nondeterministic pushdown parity tree automata (PD-NPT). We show that the model-
checking problem for regular systems and PD-NPT specifications can be solved in time exponential
in the system and the specification. Our model-checking algorithm involves a new solution to
the nonemptiness problem of nondeterministic pushdown tree automata, where we improve the
best known upper bound from a triple-exponential to a single exponential. We also consider the
model-checking problem for context-free systems and PD-NPT specifications and show that it is
undecidable.

4.1 Introduction

One of the most significant developments in the area of formal design verification is the discovery
of algorithmic methods for verifying on-going behaviors of reactive systems [QS81, LP85, CESS86,
VW86]. In model checking, we verify the correctness of a system with respect to a desired behavior
by checking whether a mathematical model of the system satisfies a formal specification of this be-
havior (for a survey, see [CGP99]). Traditionally, model checking is applied to finite-state systems,
typically modeled by labeled state-transition graphs, and to behaviors that are formally specified
as temporal-logic formulas or automata on infinite objects. Symbolic methods that enable model
checking of very large state spaces, and the great ease of use of fully algorithmic methods, led to
industrial acceptance of model checking [BLM01, CFF101].

In recent years, researchers have tried to extend the applicability of model checking to infinite-
state systems. An active field of research is model checking of infinite-state sequential systems.
These are systems in which each state carries a finite, but unbounded, amount of information,
e.g., a pushdown store. The origin of this research is the result of Miiller and Schupp that the
monadic second-order theory of context-free graphs is decidable [MS85]. As the complexity in-
volved in that decidability result is nonelementary, researchers sought decidability results of ele-
mentary complexity. Various algorithms for simpler logics and more general systems have been
proposed. The most powerful result so far is an exponential-time algorithm by Burkart for model
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checking formulas of the u-calculus with respect to prefix-recognizable graphs [Bur97b]. See also
[BS95, Cau96, Wal96, BE96, BQI6, BEM9I7, Bur97a, FWW97, BS99, BCMS00, KV00] and a short
summary in [Tho01].

An orthogonal line of research considers the applicability of model checking to infinite-state
specifications. Almost all existing work on model checking considers specification formalisms that
define regular sets of words, trees, or graphs: formulas of LTL, u-calculus, and even monadic-second
order logic can all be translated to automata [Biic62, Rab69, EJ91], and in fact many model-checking
algorithms (for both finite-state and infinite-state systems) first translate the given specification
into an automaton and reason about the structure of this automaton (cf., [VW86, BEM97, KV00]).
Sometimes, however, the desired behavior is non regular and cannot be specified by a finite-state
automaton. Consider for example the property “p is inevitable”, for a proposition p. That is,
in every computation of the system, p eventually holds. Clearly, this property is regular and is
expressible as VOp in both CTL [CES86] and LTL [Pnu77]. On the other hand, the property “p is
uniformly inevitable”, namely, there is some time ¢ such that in every computation of the system,
p holds at time i, is not expressible by a finite automaton on infinite trees [Eme87], and hence, it is
non regular. As another example, consider a system that handles requests and acknowledgments,
and the property “every acknowledgment is preceded by some request”. Again, this property is
regular and is expressible in LTL as (—ack)Wreq. On the other hand, consider the property of
“no redundant acknowledgments”, namely the number of acknowledgments does not exceed the
number of requests. The technique of [Eme87] can be used in order to show that the property
is non regular. More examples to useful non-regular properties are given in [SCFG84], where the
specification of unbounded message buffers is considered.

The need to specify non-regular behaviors led Bouajjani et al. [BER94, BEH95] to consider
logics that are a combination of CTL and LTL with Presburger Arithmetic. The logics, called
PCTL and PLTL, use variables that range over natural numbers. The variables are bound to the
occurrences of state formulas and comparison between such variables is allowed. The non-regular
properties discussed above can be specified in PCTL and PLTL. For example, we can specify
uniform inevitability in PCTL as 3i . V[z : true](z = i — p), where the 3 quantifier quantifies over
natural numbers, the V quantifier quantifies over computations of the system, and the combinator
[z : true] binds the variable z to count the number of occurrences of the state formula true.
Bouajjani et al. consider the model-checking problem for the logics PCTL and PLTL over finite-
state (regular) systems and over infinite-state (non-regular) systems. The logics turned out to be
too strong: the model checking of both PCTL and PLTL over finite-state systems is undecidable.
They proceed to restrict the logics to fragments for which model checking of finite-state systems and
context-free systems is decidable. The properties “p is uniformly inevitable” and “no redundant
acknowledgments” are both expressible in the restricted (decidable) fragments of PCTL and PLTL.

Uniform inevitability is clearly expressible by a nondeterministic pushdown tree automaton.
Pushdown tree automata are finite-state automata augmented by a pushdown store. Like a nonde-
terministic finite-state tree automaton, a nondeterministic pushdown tree automaton starts reading
a tree from the root. At each node of the tree, the pushdown automaton consults the transition
relation and splits into independent copies of itself to each of the node’s successors. Each copy has
an independent pushdown store that diverges from the pushdown store of the parent. We then
check what happens along every branch of the run tree and determine acceptance. In order to ex-
press uniform inevitability, the automaton guesses the time 7, pushes 7 elements into the pushdown
store, and, along every computation, pops one element with every move of the system. When the
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pushdown store becomes empty, the automaton requires p to hold. Similarly, in order to express
“no redundant acknowledgments”, a nondeterministic pushdown tree automaton can push an ele-
ment into the pushdown store whenever the system sends a request, pop one element with every
acknowledgment, and reject the tree when an acknowledgment is issued when the pushdown store
is empty. In [PI95], Peng and Iyer study more properties that are non regular and propose to use
nondeterministic pushdown tree automata as a strong specification formalism. The model studied
by [PI95] is empty store: a run of the automaton is accepting if the automaton’s pushdown store
gets empty infinitely often along every branch in the run tree.

In this paper we study the model-checking problem for specifications given by nondeterministic
pushdown tree automata. We consider both finite-state (regular) and infinite-state (non-regular)
systems. We show that for finite-state systems, the model-checking problem is solvable in time
exponential in both the system and the specification, even for nondeterministic pushdown parity
tree automata — a model that is much stronger than the one studied in [PI95]. On the other hand,
the model-checking problem for context-free systems is undecidable — already for a weak type of
pushdown tree automata. Note that by having tree automata as our specification formalism, we
follow here the branching-time paradigm, where the specification describes allowed computation
trees and a system is correct if its computation tree is allowed [CES86]. In Remark 4.4.2, we
discuss the undecidability of the linear-time paradigm, and the reasons that make the (seemingly
more general) branching-time framework decidable.

In order to solve the model-checking problem for nondeterministic pushdown tree automata
and finite-state systems, we use the automata theoretic approach to branching-time model checking
[KVWO00]. In [KVWO00], model checking is reduced to the emptiness problem for nondeterministic
finite tree automata, here we reduce the model-checking problem to the emptiness problem for non-
deterministic pushdown tree automata. The first to show that this emptiness problem is decidable
were Harel and Raz [HR94]. The automata considered by Harel and Raz use the Biichi acceptance
condition, where some states are designated as accepting states and a run is accepting if it visits
the accepting states infinitely often along every branch in the run tree. It is shown in [HR94] that
the problem can be solved in triple-exponential time. Recall that Peng and Iyer [PI95] consider
a simpler acceptance condition, where a run is accepting if the automaton’s pushdown store gets
empty infinitely often along every branch in the run tree. For this acceptance condition, it is shown
in [PI95] that the nonemptiness problem can be solved in exponential time. Nevertheless, empty
store pushdown automata are strictly weaker than nondeterministic Biichi pushdown tree automata
[PI95] and the algorithm in [PI95] cannot be extended to handle the Biichi acceptance condition.

The main result of this paper is an exponential algorithm for the emptiness problem of nondeter-
ministic parity pushdown tree automata. Thus, apart from improving the known triple-exponential
upper bound to a single exponential, we handle a more general acceptance condition. Qur algorithm
is based on a reduction of the emptiness problem to the membership problem for two-way alternat-
ing parity tree automata with no pushdown store. We note that our technique can be applied also to
specifications given by alternating pushdown parity tree automata. Indeed, the automata-theoretic
approach to branching-time model checking involves some type of a product between the system
and the specification automaton, making alternation as easy as nondeterminism [KVWO00]. In Re-
mark 4.4.3, we discuss this point further, and also show that, unlike the case of regular automata,
alternating pushdown automata are strictly more expressive than nondeterministic pushdown tree
automata.

Once one realizes that the difficulties in handling the pushdown store of the tree automaton
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are similar to the difficulties in handling the pushdown store of infinite-state sequential systems, it
is possible to solve the nonemptiness problem for pushdown automata with various methods that
have been suggested for the latter. In particular, it is possible to reduce the nonemptiness problem
for nondeterministic pushdown parity tree automata to the p-calculus model-checking problem for
pushdown systems [Wal01]. The solution we suggest here is the first to suggest the application of
methods developed for reasoning about infinite-state sequential systems to the solution of automata-
theoretic problems for pushdown automata. In particular, we believe that methods based on two-
way alternating tree automata [KV00, KPV02a] are particularly appropriate for this task, as the
solution stays in the clean framework of automata.

Finally, in order to show the undecidability result, we reduce the problem of deciding whether
a two-counter machine accepts the empty tape to the model-checking problem of a context-free
system with respect to a nondeterministic pushdown tree automaton. Intuitively, the pushdown
store of the system can simulate one counter, and the pushdown store of the specification can
simulate the second counter.

The study of pushdown specifications completes the picture described in the table below re-
garding model checking of regular and context-free systems with respect to regular and pushdown
specifications. When both the system and the specification are regular, the setting is that of tra-
ditional model checking [CGP99]. When only one parameter has a pushdown store, the problem
is still decidable. Yet, when both the system and the specification have a pushdown store, model
checking becomes undecidable. The complexities in the table refer to the case where the specifica-
tion is given by a nondeterministic or an alternating parity tree automaton of size n and index k.
The size of the system is m.

‘ H Regular Specifications ‘ Pushdown Specifications ‘
Regular Systems | decidable; O((nm)*) [EJS93] | decidable; exp(mnk) [Theorem 4.4.1]
Pushdown Systems | decidable; ezp(mnk) [KV00] undecidable [Theorem 4.5.1]

Figure 4.1: Model-checking regular and pushdown systems and specifications.

An preliminary version of this paper appeared in [KPV02b].

4.2 Definitions
4.2.1 Trees

Given a finite set YT of directions, an Y -tree is a set T' C T* such that if v.z € T', where v € T and
z € T*, then also z € T. The elements of T" are called nodes, and the empty word ¢ is the root of
T. For every v € T and x € T, the node z is the parent of v -z and v - x is a successor of z. If
z=x-y € T then z is a descendant of y. Each node z # € of T has a direction in Y. The direction
of the root is the symbol L (we assume that L ¢ T). The direction of a node v -z is v. We denote
by dir(z) the direction of the node z. An Y-tree T is the full infinite tree if T = Y*. A path 7 of
a tree T is a set m C T such that € € 7 and for every z € 7 there exists a unique v € T such that
v -z € w. Note that our definitions here reverse the standard definitions (e.g., when T = {0,1},
the successors of the node 0 are 00 and 10, rather than 00 and 01)*.

! As will get clearer in the sequel, the reason for that is that rewrite rules refer to the prefix of words.
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Given two finite sets T and ¥, a ¥-labeled Y-tree is a pair (T,7) where T is an Y-tree and
7 :T — 3 maps each node of T to a letter in 3. When YT and 3 are not important or clear from
the context, we call (T',7) a labeled tree. A tree is regular if it is the unwinding of some finite
labeled graph. More formally, a transducer is a tuple D = (T, 3, Q,n, qo, L), where T is a finite set
of directions, ¥ is a finite alphabet, @) is a finite set of states, n: @ X T — @ is a deterministic
transition function, ¢y € @ is an initial state, and L : Q — X is a labeling function. We define
n:T* — Q in the standard way: 7(e) = g and for z € T* and v € T we have n(vz) = n(n(z),v).
Intuitively, a transducer is a labeled finite graph with a designated start node, where the edges are
labeled by T and the nodes are labeled by ¥. A ¥-labeled Y-tree (T*,7) is regular if there exists
a transducer D = (T, %, @Q,n, g0, L), such that for every z € T*, we have 7(z) = L(n(z)). We then
say that the size of the regular tree (Y*,7), denoted ||7||, is |@|, the number of states of D.

4.2.2 Alternating Two-Way Tree Automata

Alternating automata on infinite trees generalize nondeterministic tree automata and were first
introduced in [MS87]. Here we describe two-way alternating tree automata. For a finite set X, let
BT(X) be the set of positive Boolean formulas over X (i.e., boolean formulas built from elements in
X using A and V), where we also allow the formulas true and false, and, as usual, A has precedence
over V. For a set Y C X and a formula § € B*(X), we say that Y satisfies 8 (denoted Y |= ) iff
assigning true to elements in Y and assigning false to elements in X \ Y makes € true. For a set
T of directions, the extension of T is the set ext(Y) = YT U{e, 1} (we assume that T N {e,1} = 0).
A two-way alternating automaton over X-labeled Y-trees is a tuple A = (2, Q, d,qo, F'), where 2
is the input alphabet, @ is a finite set of states, § : @ x ¥ — BT (ezt(Y) x Q) is the transition
function, gy € @ is an initial state, and F' is the acceptance condition.

A run of an alternating automaton A over a labeled tree (Y*, 7) is a labeled tree (7}, r) in which
every node is labeled by an element of T* x Q. A node in T}, labeled by (z,q), describes a copy
of the automaton that is in the state ¢ and reads the node x of T*. Note that many nodes of T,
can correspond to the same node of Y*; there is no one-to-one correspondence between the nodes
of the run and the nodes of the input tree. The labels of a node and its successors have to satisfy
the transition function. Formally, a run (7,,7) is a 3,-labeled I'-tree, for some set I" of directions,
where X, = T* x @ and (T}, r) satisfies the following;:

1. e € T, and 7(e) = (e, qq)-

2. Consider y € T, with r(y) = (z,q) and (g, 7(x)) = 0. Then there is a (possibly empty) set
S C ert(Y) x @, such that S satisfies 0, and for all (c,q') € S, there is v € T such that
v -y € T, and the following hold:

e Ifce X, then r(y-y) = (c-z,¢).
o If c = ¢, then r(y - y) = (z,q).
e If c =1, then z =v - 2, for some v € T and z € T*, and r(y-y) = (2,¢).

Thus, e-transitions leave the automaton on the same node of the input tree, and 1-transitions take
it up to the parent node. Note that the automaton cannot go up the root of the input tree, as
whenever ¢ =1, we require that z # €. We extend the concatenation operator to handle 1+ (when
possible). For a node z = v - z, we denote by 1 -z the node z. For ¢, the expression 1 -¢ is not
defined.
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A run (T,,r) is accepting if all its infinite paths satisfy the acceptance condition. We consider
here Biichi and parity acceptance conditions [Biic62, EJ91]. A parity condition over a state set @ is
a finite sequence F' = {F, F5, ..., F};} of subsets of ), where F; C F5 C ... C F, = Q. The number
k of sets is called the indezx of A. Given a run (T},r) and an infinite path = C T}, let inf(7) C Q
be such that ¢ € inf(n) if and only if there are infinitely many y € « for which r(y) € T* x {q¢}.
That is, inf(7) contains exactly all the states that appear infinitely often in 7. A path 7 satisfies
the parity condition F' if there is an even 1 < ¢ < k such that inf (7)) NF; # 0 and inf (7)) NF;_1 = 0.
A Biichi acceptance condition consists of a set Fy C @ and it can be viewed as a special case of a
parity condition of index 3, where F = {(, F»,Q}. Thus, a run is accepting according to the Biichi
condition Fy if every path in the run visits F5 infinitely often. An automaton accepts a labeled
tree if there exists a run that accepts it. We denote by L(A) the set of all X-labeled trees that A
accepts. The automaton A is nonempty iff L(A) # 0.

An automaton is 1-way if it does not use e-transitions nor f-transitions. Formally, an automaton
is 1-way if for every state ¢ € @ and letter o € X the transition d(g, o) is restricted to formulas
in BT(T x Q). An automaton is nondeterministic if in every transition exactly one copy of the
automaton is sent in every direction in Y.  Formally, an automaton is nondeterministic if for
every state ¢ € Q and letter o € 3 there exists some set I such that §(q,0) = V/;c; Aper(8iv,0)-
Equivalently, we can describe the transition function of a nondeterministic automaton as § : @xX —
2(@™) | The tuple (g1, ...,qy|) € 6(g,0) is equivalent to the disjunct (g1, v1) A... A (g, vy)). In
particular, a nondeterministic automaton is 1-way.

We use acronyms in {2,1} x{A, N} x{P, B} x {T', W} to denote the different types of automata.
The first symbol stands for the type of movement of the automaton: 2 stands for 2-way automata
and 1 stands for 1-way automata (we often omit the 1). The second symbol stands for the branching
mode of the automaton: A for alternating and N for nondeterministic. The third symbol stands for
the type of acceptance used by the automaton: P for parity and B for Biichi, and the last symbol
stands for the object the automaton is reading: T for trees and W for words. For example, a 2APT
is a 2-way alternating parity tree automaton and an NPT is a 1-way nondeterministic parity tree
automaton.

Theorem 4.2.1 Given a 2APT A with n states and indez k, we can construct an equivalent NPT

whose number of states is (nk)°) and whose index is linear in nk [Var98], and we can check the
. . 2

nonemptiness of A in time (nk)°(")°) [EJS93].

The membership problem of an automaton A and a regular tree (Y*,7) is to decide whether
(Y*,7) € L(A). As described in Theorem 4.2.2 below, the membership problem can be reduced to
the emptiness problem.

Theorem 4.2.2 The membership problem of a regular tree (Y*,7) and a 2APT A with n states
and indez k is solvable in time (|7|nk)C("k)*).

Proof: Let A = (%,Q,0,q0, F) be a 2APT and (Y*,7) be a regular tree. According to Theo-
rem 4.2.1, we construct a INPT N = (3, P, p, po, @) that accepts the language of A. The number
of states of A/ is exponential in nk and its index is linear in nk. Let D = (T, %, S, 7, sg, L) be the
transducer generating 7, with T = {v1,...,v4}-

Consider the NPT N’ = ({a}, P x S, ¢/, (po, s0), F') where

P'((p,s),a) = {{(p1,51),- -, (Pa>sa)) | (p1,---,pa) € p(p, L(s)) and s, = n(s,v.)}
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It is easy to see that L(N') # 0 iff (T*,7) € LIN). As L(N) = L(A), we are done. Note that the
number of states of N is || (nk)?"*) and its index is linear in nk. Thus, emptiness of N’ can be
determined in time (|r|nk)O(n%)*), U

Once we translate A to A, the reduction above is similar the one described in [KVW00]. The
translation of A to N, however, involves an exponential blow up. In the full version of [KPV02a] we
show that the membership problem for 2ABT is EXPTIME-hard. Thus, the membership problem
for 2APT is EXPTIME-complete.

4.2.3 Pushdown Tree Automata

Pushdown tree automata are finite-state automata augmented by a pushdown store. Like a nonde-
terministic finite-state tree automaton, a nondeterministic pushdown tree automaton starts reading
a tree from the root. At each node of the tree, the pushdown automaton consults the transition
relation and sends independent copies of itself to each of the node’s successors. Each copy has an
independent pushdown store that diverges from the pushdown store of the parent. We then check
what happens along every branch of the run tree and determine acceptance.

Let T = {v1,...,v4}. A nondeterministic parity pushdown tree automaton (with e-transitions)
over infinite Y-trees (or PD-NPT for short) is P = (X, T, P, p, po, ap, F'), where X is a finite input
alphabet, I is a finite set of pushdown symbols, P is a finite set of states, p is a transition function
(see below), pg € P is an initial state, ag € I'* - L is an initial pushdown store content, and F' is a
parity condition over P.

The transition function p : P x (S U {e}) x (I U{L}) — 2P U 2PxT)" ig defined such
that for every state p € P and symbol A € T', we have d(p,a,A) € 2PXT)? for ¢ € %, and
§(p,e, A) € 2F *I™ " Intuitively, when the automaton is in state p, reading a node z labeled by
a € %, and the pushdown store contains a word in A - I'*, it can apply one of the following two
types of transitions.

e An e-transition in d(p,e, A), where the automaton stays in node z. Accordingly, each e
transition is a pair (p’,y) € P x I'*. Once the automaton chooses a pair (p’,y), it moves to
state p', and updates the pushdown store by removing A and pushing .

e An advancing transition in §(p,a, A), where the automaton splits into d copies, each read-
ing a different successor of node z. Accordingly, each advancing transition is a d-tuple
{((p1,11),---, (pasya)) € (P x T*)% Once the automaton chooses a tuple, it splits into d
copies, the ith copy moves to the node -z in the input tree, changes to state p;, and updates
the pushdown store by removing A and pushing y;.

We assume that the bottom symbol on the pushdown store is L. This symbol cannot be
removed (so, when we say that the pushdown store is empty, we mean that it contains only L).
Every transition that removes | also pushes it back. Formally, if (p’,y) € §(p,¢, L), theny € T*- L
Similarly, if ((p1,y1),---, (Pa,Ya)) € 0(p,a, L), then y; € T*- L for all 1 <4 < d. The symbol L is
not used in another way.

The size |p| of the transition function is the sum of all the lengths of the words used in the
function. Formally, [p| = (2((171,yl),---,(Pd,yd))EP(PﬂvA)|y1| +..oF |yd|) + (2(p’,y)6p(p,e,A)|y|)-
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We note that the automata defined above assume input trees with a fixed and known branching
degree, and can distinguish between the different successors of the node (say, impose a requirement
only on the leftmost successor). In many cases, it is useful to consider symmetric tree automata
[JW95], which refer to the successors of a node in a universal or an existential manner, and thus can
handle trees with unknown and varying branching degrees. While symmetry is naturally defined
for alternating automata, it can also be defined for nondeterministic automata [KV01], and for
PD-NPT.

Example 4.2.3 In Section 4.1, we mentioned the non-regular property “p is uniformly inevitable”,
namely there is some time t© such that p holds at time % in all the computations. We now describe
a PD-NPT for this property. We define P = (2"}, {A} | {q0,q1,9}, 6, qo, L , F), where
F = {{qo,q1},{90,q1,92}} is such that qo and g1 have to be wvisited only finitely often, and the
transition function is as follows.

* pqo, e, L) = {(q0, A1), (g1, L)},

* pqo, €, A) = {(q0, A4), (91, 4)},

o (g1, {p},A) = 6(q1,0,4) = ((q1,¢€),-- -, (a1,6)),
e 3(q1,{p}, L) = (g2, L),.--, (g2, 1)), and

e 0(g2,€, 1) = {(g2, L)}

Intuitively, P starts reading the tree in state gy with empty pushdown store. It stays in state qo taking
e-transitions while pushing A’s into the pushdown store. In some stage, P takes a nondeterministic
choice to move to state qi, from which it proceeds with advancing transitions while removing A’s
from the pushdown store. When the pushdown store becomes empty, P takes an advancing transition
to state qo while checking that the label it reads is indeed {p}.

A run of the PD-NPT P on an infinite tree (Y*,7) is an (T* x P x I'*)-labeled IN-tree (T}, 7). A
node z € T, labeled by (y,p, ) represents a copy of P in state p, with pushdown store content «,
reading node y in (Y*, 7). Formally, r(¢) = (¢, po, @), and for all z € T, such that r(z) = (y,p, A-a)
one of the following holds.

e There is a unique successor ¢ - z of z in T, such that r(c-z) = (y,p’, 8 - a) for some (p',3) €

d(p, e, A).

e There are d successors 1 - z,...,d -z of x in T, such that for all 1 < ¢ < d, we have
T(C ) "E) = (UC : yapcaﬁc . O5) for some <(p13131)7 ey (pdaﬁd» € 5(p7T(y)7A)

Given a path m C T,, we define inf(r) C P to be such that p € inf(x) if and only if there are
infinitely many nodes y € m for which r(y) € T* x {p} x I'*. As with 2APTs, a path satisfies the
parity condition F = {Fy,..., Fy} if there is an even 1 < ¢ < k such that inf(7) N F; # 0 and
inf(m) N F;—1 = 0. A run is accepting if every path © C T, is accepting. A PD-NPT P accepts
a tree (T, 7) if there exists an accepting run of P over (T, 7). The language of P, denoted L(P)
contains all trees accepted by P. The PD-NPT P is empty if L(P) = 0.

Harel and Raz consider only the Biichi acceptance condition (PD-NBT for short) .  They
showed that the emptiness problem of PD-NBT can be reduced to the emptiness problem of a
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PD-NBT with one-letter input alphabet [HR94]|. The parity acceptance condition is more general
than the Biichi acceptance condition. The following theorem generalizes the result of [HR94] to
PD-NPT.

Theorem 4.2.4 The emptiness problem for a PD-NPT P with n states, indez k, and input alphabet
%, is reducible to the emptiness problem for a PD-NPT P’ with n - |3| states and indez k that has
a one-letter input alphabet.

Note that since our automata have e-transitions, we cannot use the classical reduction to one-
letter input alphabet [Rab69]. For a nondeterministic tree automaton N' = (X, P, p, po, F'), Rabin
constructs the automaton N’ = ({a}, P, p', po, F') such that for every state p € P we have p'(p,a) =
Uyes p(p,o). Thus, P’ guesses which of the input letters 0 € ¥ labels the node and chooses a
move in p(p,o). For automata with e-transitions, we have to make sure that successor states that
read the same node guess the same label for the node, and we augment the automaton P’ with a
mechanism that remembers the guessed input letter.

4.3 The Emptiness Problem for PD-NPT

In this section we give an algorithm to decide the emptiness of a PD-NPT. According to Theo-
rem 4.2.4, we can restrict attention to PD-NPT with one-letter input alphabet. We reduce the
emptiness of a PD-NPT with one-letter input alphabet P to the membership of a regular tree in
the language of a 2APT A. The idea behind the construction is that since the one-letter tree is
homogeneous, the location of a copy of P in the input tree is not important. Accordingly, when a
copy of A simulates a copy of P, it does not care about the location on the input tree, and it has
to remember only the state of the copy and the content of the pushdown store.

It is easy for a copy of A to remember a state of P. How can A remember the content of the
pushdown store? Let I'" denote the pushdown alphabet of P. Note that the content of the pushdown
store of P corresponds to a node in the full infinite I-tree. So, if A reads the tree I'*, it can refer
to the location of its reading head in T"* as the content of the pushdown store. We would like A to
“know” the location of its reading head in I'*. A straightforward way to do so is to label a node
z € I'* by z. This, however, involves an infinite alphabet, and results in trees that are not regular.
Since P does not read the entire pushdown store’s content and (in each transition) it only reads
the top symbol on the pushdown store, it is enough to label x by its direction.

Let (I'*, 7.) be the I' labeled I'-tree such that for every z € I'*, we have 7.(z) = dir(z). Note
that (I'"*,7,) is a regular tree of size |I'| + 1. We reduce the emptiness of a one-letter PD-NPT to
the membership problem of (I'*, 7.) in the language of a 2APT. Given a PD-NPT P we construct
a 2APT A such that £(P) # 0 iff (T*,7.) € L(A). The 2APT memorizes a control state of the
PD-NPT as part of its finite control. When it has to apply some transition of P, it consults its
finite control and the label of the tree (I'*, 7,.). Knowing the state of P and the top symbol of the
pushdown store, the 2APT can decide which transition of P to apply. Moving to a new state of
P is done by changing the state of the 2APT. Adjusting the pushdown store’s content is done by
navigating to a new location in (I'™*, 7).

Theorem 4.3.1 Given a one-letter PD-NPT P = ({a},T", P, 4§, po, g, F') with n states and index
k, there exists a 2APT A with n - |p| states and indezx k such that L(P) # 0 iff (T*,7.) € L(A).
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Let T = {vy,...,v4}. Formally, given the PD-NPT P = ({a},T', P, 4, po, o, F'), we construct
the 2APT A = <Fa Qa 1,40, FI)a where

e () = P x heads(d) where heads(d) C I'* is the set of all prefixes of words z € I'* for which
one of the following holds.

— There are states p,pi1,-..,pq € P, words fB1,...,84 € I'*, and a letter v € I' such that
<(p13/81)7 HE) (pdaﬁd)) € (5(p,’)’,(l) and r = ﬁz for some 1 <1< d.
— There are states p,p’ € P and a letter v € T such that (p/,z) € d(p,¢€,7).

- T = Q.
Intuitively, when A visits a node x € I'* in state (p,y), it checks that P with initial configu-

ration (p,y - z) accepts the one-letter Y-tree. In particular, when y = €, then P with initial
configuration (p,z) needs to accept the one-letter Y-tree.

States of the form (p,e) are called action states. From these states A consults J in order
to impose new requirements on (['*,7.). States of the form (p,y), for y € T't, are called
navigation states. From these states A only navigates downward y to reach new action states.

e The transition function 7 is defined for every state (p,z) € P X heads(d) and A € T as follows.

d

- 7)((1%6),14) = \/ (Ta (t,a)) v \/ /\(Ta (tzaIBz))

(t,a)€ ((t1,B1)5--(tgBq)) € 1=1
d(p,€,A) 0(s,a,A)

- 7)((1%04 ' B)aA) = (Ba (p,oz))

Thus, in action states, A reads the direction of the current node and applies a transition from
0. In navigation states, .4 needs to go downward to « - B, so it continues in direction B.

e g0 = (po,ap). Thus, in its initial state A checks that P with initial configuration (po, )
accepts the one-letter T-tree.

e F' = F x {e}. Note that only action states can be accepting states.

We show that A accepts (I'*, 7.) iff P accepts the one letter T-tree. Let (T*,7,) denote the labeled
tree such that for all z € T*, we have 7,(z) = a.

Claim 4.3.2 L(P) # 0 iff (T*,7.) € L(A).

The proof consists of ‘translating’ a run tree of P on (Y*,7,) to a run tree of A on (I'*, 7.)
and vice versa. Every transition that P takes in this run is translated to the appropriate series of
transitions of A. The skeleton of the two run trees is identical, the alternating automaton takes
a series of moves (the navigation states leading to an action state) to mimic a single move of the
pushdown automaton. An action state in the run of A in location w in the tree I'* corresponds to
a state of P with w on the pushdown store.

Proof: We have to work with four different trees. We have a PD-NPT P and a 2APT A, each
has an input tree and a run tree. We introduce a special notation as follows.
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1. Let TiPD = (T*,7,) denote the input tree read by P.

2. Let TiA = (I'*, 7.) denote the input tree read by .A.

PD

3. Let (7" ",r"") denote the run tree of P and its labeling.

r

4. Let (TTA, TA) denote the run tree of A and its labeling.

PD D

Assume first that TiPD € L(P). Then, there exists an accepting run (TTPD,T ) of P on CZ‘iP .
Given TiPD and (TTPD,TPD)
Consider a node z € TTPD labeled by " () = (y, (p,7)). Recall that z stands for a copy of P in
state p with pushdown store content -y, reading node y € TiPD. We associate with z a node z’ € TTA

, we have to construct an accepting run tree (TTA,TA) of A on TZ,A.

labeled by 7 (") = (7, (p,€)). Recall that z’ stands for a copy of A in state (p,€), reading node
v € TiA. Both nodes are labeled by the state p of P. The pushdown store content of P is the
location of A in TiA.

We prove by induction that we can build (TTA, TA) in such a way. We start from the root € € TTPD
labeled by 7 (€) = (e, (po, ag)). The root € € TTA is labeled by (¢) = (€, (po, p)). The behavior
of the 2APT is deterministic until it reaches the next action state. Thus, there is some z' € TTA
labeled by 7 (") = (v, (po, €)) which serves as the base case for the induction.

Given a node z € TTPD labeled by 7 () = (y,(p, A - @)), by the induction assumption it is
associated with a node z’ € TTA labeled by 7 (z) = (4 - a, (p, €)).

Suppose z has one successor ¢ - z labeled by PP (c-z) = (y,(p', 8- a)), that resulted from the
transition (p’, 8) € §(p, €, A). Then there is a disjunct (1, (p’,8)) that appears in 5(p, A). We add
c-z' to TTA, the unique successor of z’, and label it r (c-2') = (o, (p', B)). Obviously, this satisfies
7. Again the behavior below c¢ - 2’ is deterministic until reaching a node z - =’ € TTA labeled by
r(z-a') = (B, (p,€)-

Suppose z has d successors ¢; * T,...,Cq+ T € TTPD labeled by 7' (¢i - z) = (yi, (pi, Bi - @)), that
resulted from the transition ((p1,051),---, (P4, Bq)) € §(p,a, A). Then there is a disjunct /\;-izl(T
, (pi, B:)) inn(p, A). Weadd c1-7',...cq-7 to TTA as the successors of 2/, and label them 7 (¢;-2') =
(v, (pi, B;))- Obviously, this satisfies 7. The behavior of each path below ¢; -z’ is deterministic until
reaching some node z; - =’ € TTA labeled by 7 (2 - ') = (B; - @, (ps, €)).

We have to show now that (T;A, ’I‘A) is accepting. Consider an infinite path «' C TTA. Clearly,
7' visits infinitely many action states. Every action state and the node it labels, is associated by
the construction with a node in TTPD. It is quite clear that this sequence of nodes in TTPD forms a

path m C TTPD. Hence if 7 satisfies F, it is also the case that 7' satisfies F".

Assume now that A accepts (I'*, 7..). There exists an accepting run (TTA, rA) of A on (I'™*, 7.).
We construct an accepting run (TTPD, TPD) of P on TZ_PD. We convert the set of nodes in TTA labeled

by action states of A to the tree TTPD. We update the location of P in T* according to the number
of successors of each action state. One successor matches an e-move and d successors match a
forward move.

Formally, we assume by induction that every node z' € TTA labeled by (") = (a, (p,€)) is
associated with some node = € TTPD labeled by '~ (z) = (y, (p, @)) for some node y € TiPD. As
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before the root e of TTA is labeled by 7 (€) = (e, (po, a)). It has some descendant 2/ € TTA labeled

by (') = (aw, (po,€)). We label the root € € TTPD by " (¢) = (¢, (po, ). This serves as the
induction base.

Given some node z’ € TTA labeled by (z') = (A- a,(p,€)), by induction assumption there is a
node x € TTPD labeled by r* " (z) = (y, (p, A - @)).

Suppose z' has one successor ¢ - z' labeled by TA(c -z') = (a, (p', B)), that resulted from the
disjunct (1, (p', 8)) that appears in n(p, A). Again, there is some descendant z - 2’ of ¢ -z’ that is
an action state labeled by r(z-z') = (8- «, (p', €)). We know that (p, 3) € d(p,¢, A), we add ¢ - =
to TTPD, a unique successor of z, and label it PP (c-z) = (y,(p",B-a)). Note that ¢-z and = read
the same node y € TiPD.

Suppose z’ has d successors c1-2’, . ..,cq4-2' € TTA labeled by r (ci-x") = (a, (p4, Bi)), that resulted
from the disjunct /\?Zl(T, (pi, Bi)) in n(p, A). Each one of the nodes ¢; - £’ has a descendant z; - 2,
that is labeled by the action state 7(z; - ') = (8- «, (pi, €)). We know that ((p1,51),--., (pa,B4)) €
é(p,a,A). We add ci - z,...cq -z to T. = as the successors of z, and label them PP (¢;-x) =
(vi -y, (pi, Bi - @)). Obviously, this satisfies 4.

Again every path in TTPD is associated with the action states along a path in TTA. We conclude
PD PD .
that (T, ~,r ) satisfies F. ]

Combining Theorem 4.3.1 with Theorems 4.2.2 and 4.2.4, we get the following.

Corollary 4.3.3 The emptiness problem for a PD-NPT with n states, index k, and transition
function p can be solved in time exponential in nk - |p|.

In Appendix 4.A we show that a reduction in the other direction is also possible. We show that
the membership problem for 2APT can be solved by the emptiness problem of PD-APT (with one
letter input alphabet).

Remark 4.3.4 Harel and Raz [HR94] show that the emptiness of stack automata on infinite trees
is also decidable. Stack automata can read the entire contents of the stack but can change the
content only when standing on the top of the stack. They give a doubly exponential reduction
from the emptiness problem of stack automata to the emptiness problem of pushdown automata.
As their emptiness of pushdown automata is triple exponential, it induces a five fold exponential
algorithm for the emptiness of stack automata on infinite trees that use the Biichi acceptance
condition. Thus, our emptiness algorithm induces a triple exponential algorithm for the emptiness
of Biichi stack automata. In [PV03] we extend the reduction of [HR94] to parity stack automata
and show that using our techniques, the emptiness of parity stack automata can be solved in doubly
exponential time. ]

4.4 Model-Checking Pushdown Specifications of Finite-State Systems

The model-checking problem is to decide whether a given system S satisfies a specification P. In
this section we consider the case where the system is finite state and the specification is a PD-NPT.
In order to solve the model-checking problem we combine the system with the PD-NPT and get a
PD-NPT whose language is empty iff the system satisfies the specification.

110



We use labeled transition graphs to represent finite-state systems. A labeled transition graph is
a quadruple § = (W, Act, R, wp), where W is a (possibly infinite) set of states, Act is a finite set
of actions, R C W x Act x W is a labeled transition relation, and wg € W is an initial state. We
assume that the transition relation R is total (i.e. for every state there exists some action a and
some state w’ such that R(w,a,w')). When R(w, a,w"), we say that w' is an a-successor of w, and
w is an a-predecessor of w'. For a state w € W, we denote by S¥ = (W, Act, R, w), the system S
with w as its initial state. A finite-state system is given as a labeled transition graph with a finite
set of states. The unwinding of S from state w € W induces an infinite tree Ts. Every node of the
tree T is associated with some state w' € W, the root of Ts is associated with state w. A node
z € Ts associated with w' € W has |[{w" | Ja € Act s.t. R(w',a,w")}| successors, each associated
with a successor w” of w' and labeled by the action a such that R(w',a,w"). The root of Ts is
labeled by L ¢ Act. As R is total, Ts is infinite. We say that a system S satisfies a tree automaton
P over the alphabet Act if T's is accepted by P.2

The unwinding of a finite labeled transition graph S results in a regular tree. In order to
determine whether S satisfies P, we have to solve the membership problem of regular trees in
the language of a PD-NPT. We reduce the membership problem to the emptiness problem by a
construction similar to the one in the proof of Theorem 4.2.2. We construct a PD-NPT that either
accepts Ts or is empty, and then check its emptiness.

Theorem 4.4.1 Given a finite labeled transition graph S with m states and a PD-NPT P with
n states, index k, and transition function p, the model-checking problem of S with respect to P is
solvable in time exponential in mnk - |p|.

Given a PD-NPT P = (Act, T, P, p, py, g, F') and a labeled transition graph & = (W, Act, R, wq)
where |W| is finite, we construct the PD-NPT P’ = ({b}, I', P x Act x W, o', (po, L, wp), ao, F')
that is the product of the two. The states of P’ consist of triplets of states of P, actions of S,
and states of S. The acceptance condition F’ is F' x Act x W, where we replace each set F; € F
by the set F; x Act x W. The transition function p’ maps a triplet (p,a,w) to all the e-successors
of p tagged again by a and w and to all the “a-successors” of p tagged by successors of w and
the actions taken to get to them. For technical convenience, we assume that the branching degree
of § is uniform and equivalent to the branching degree of the trees read by P. Modifying the
algorithm to systems with nonuniform branching degree is not too complicated. Formally, we have
the following.

e p'((pa,w), e, A) = {{(¥/,a,w),a) | (p,) € p(p,¢, A)}.

o p,((pa a, ’U]), b, A) = {<<(pla alawl)a al)a Ty <(pda Qq, wd)a ad)) |
<<p17 al)a SR <pd’ Otd)) € p(pa a, A) and
{(w,a1,w1),...,(w,aq,wg)} is the set of transitions from w}.

It is not hard to see that P’ accepts some tree iff P accepts Ts, the unwinding of S.

Remark 4.4.2 By having PD-NPT as our specification formalism, we follow the branching-time
paradigm to specification and verification, where the specification describes allowed computation

2There is a slight technical difficulty as in our formalism PD-NPT run on trees with a uniform branching degrees,
while labeled transition graphs are not required to have a uniform outdegree. This difficulty can be finessed by
allowing automata on non-uniform trees, as, for example, in [KVWO00].
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trees and a system is correct if its (single) computation tree is allowed. Alternatively, in the
linear-time paradigm, the specification describes the allowed linear computations, and the system
is correct if all its computations are allowed. When the system is nondeterministic, it may have
many computations, and we have to check them all. Thus, while model checking in the branching-
time paradigm corresponds to membership checking, model checking in the linear-time paradigm
corresponds to checking language containment.

Pushdown specification formalisms are helpful also in the linear-time paradigm [SCFG84]. For
example, one can use pushdown word automata to specify unbounded LIFO buffers. Neverthe-
less, since the containment problem of regular languages in context-free languages is undecidable
[HMUOO], using pushdown word automata as a specification formalism leads to an undecidable
model-checking problem even for finite-state systems.

The branching-time paradigm is more general than the linear-time paradigm, in the sense that
we can view a (universally quantified) linear-time specification as a branching-time specification
[Lam80, Pnu85]. This does not contradict the fact that model checking of pushdown specification
is decidable in the branching-time paradigm. Indeed, a translation of a nondeterministic pushdown
word automaton that recognizes a language L into a nondeterministic pushdown tree automata
that recognizes the language of all the trees derived by L (that is, trees all of whose paths are
in L) is not always possible. For cases where such a translation is possible (in particular, when
the pushdown word automaton is deterministic or belongs to a class that can be determinized),
linear model checking is decidable. This is reminiscent of the situation with dense-time temporal
logic, where model checking with respect to linear-time specifications is undecidable, while model
checking with respect to branching-time specifications is decidable, cf. [ACD93]. ]

Remark 4.4.3 Unlike the case of regular tree automata, it can be proved that alternating push-
down automata are strictly more expressive than nondeterministic pushdown automaton. For
example, it is easy to define a pushdown alternating automaton over words that recognizes the
non-context-free language {a‘b’c’ : i > 1}. Indeed, the automaton can send two copies, one for
comparing the number of a’s with b’s, and one for comparing the number of b’s with ¢’s. A simi-
lar argument shows that alternating pushdown tree automata are stronger than nondeterministic
pushdown tree automata. It is well known that the universality problem for nondeterministic push-
down word automata is undecidable [HMUOQO]. It is simple to reduce the universality problem of
a nondeterministic automaton to the emptiness problem of an alternating automaton. Thus, the
emptiness of alternating pushdown automata is undecidable.

On the other hand, as studied in [KVWO00], the membership problem for alternating automata
is not harder than the one for nondeterministic automata. This observation does not change when
pushdown automata are involved. In particular, it is easy to extend Theorem 4.3.1 to alternating
automata (without changing the blow up), and to extend the model-checking algorithm described
above to the stronger framework of alternating pushdown automata. ]

4.5 Model-Checking Pushdown Specifications of Context-Free Systems

In this section we show that the decidability results of Section 4.4 cannot be extended to context-
free systems. We show that the model checking problem for context-free systems is undecidable
already for pushdown path automata, which are a special case of pushdown tree automata.
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We first define context-free systems and pushdown path automata. Again we use labeled tran-
sition graphs. This time with an infinite number of states.

A rewrite system is a quadruple R = (V, Act, R, zy), where V is a finite alphabet, Act is a
finite set of actions, R maps each action a to a finite set of rewrite rules, to be defined below, and
zo € V* is an initial word. Intuitively, R(a) describes the possible rules that can be applied by
taking the action a. We consider here contexi-free rewrite systems. Each rewrite rule is a pair
(A,z) € V x V*. We refer to rewrite rules in R(a) as a-rules. As before, every set R(a) is finite.

The rewrite system R induces the labeled transition graph Gg = (V*, Act, pr, o), where
(z,a,y) € pr if there is a rewrite rule in R(a) whose application on z results in y. In particular,
when R is a context-free rewrite system, then pr(A-y,a,z-y) if (A, z) € R(a). A labeled transition
graph that is induced by a context-free rewrite system is called a context-free graph.

Consider a labeled transition graph G = (S, Act, p,s0). A nondeterministic pushdown path
automaton on labeled transition graphs is a tuple P = (Act, ', P, 0, po, g, F), where T, P,
po, and ap are as in nondeterministic pushdown automata on trees, Act is a set of actions (the
automaton’s alphabet), and § : P x Act x I' = 2P*T" ig the transition function. We consider the
simpler case where F' is a Biichi acceptance condition. Intuitively, when P is in state p with A-a on
the pushdown store and it reads a state s of G, the automaton P chooses an atom (p', 8) € (p, a, A)
and moves to some a-successor of s in state p’ with pushdown store 8- a. Again we assume that
the first symbol in ag is 1, and that L cannot be removed from the pushdown store.

Like a run of a nondeterministic pushdown automaton on words, a run of a path automaton
over a labeled transition graph G = (S, Act, p, so) is an infinite word in (S x P x I'*)“. A letter
(s,p, @), describes that the automaton is in state p of P with pushdown store content a reading
state s of G. Formally, a run is an infinite sequence (sg,po, ), (81,P1,a1),... € (S X P x I'*)¥ as
follows.

e s( is the initial state of G, py is the initial state of P, and «g is the initial pushdown store
content.

e For every i > 0 there exists some a € Act such that s; 1 is an a-successor of s; and if o; = A-«
then (pijt+1,0) € d(pi,a, A) and ;11 = - .

A run 7 is accepting if it satisfies the acceptance condition. The graph G is accepted by P if there
is an accepting run on it. Let £(P) denote the set of graphs accepted by P.

We use PD-NBP (pushdown nondeterministic Biichi path automata) as our specification lan-
guage. We say that a labeled transition graph G satisfies a PD-NBP P, denoted G = P, if P
accepts G.

Theorem 4.5.1 The model-checking problem for context-free systems and pushdown path automata
is undecidable.

Proof: We do a reduction from the halting problem for two-counter machines, shown to be
undecidable in [Min67], to the problem of whether a context-free graph satisfies a specification
given by a PD-NBP. In order to simulate the two-counter machine by the context-free system and
the PD-NBP, we use the state of the context-free system (a word in V*) to maintain the value of the
first counter, and we use the pushdown store of the PD-NBP to maintain the value of the second
counter. In order to simulate the two counters, we have to be able to check whether the value of
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each counter is zero or not, and to increase and decrease the value of each counter. Handling of the
second counter (maintained by the pushdown store of the path automaton) is straightforward: the
path automaton can check whether its pushdown store is empty or not, can push one letter into
the pushdown store, and can pop one letter from the pushdown store.

Handling of the first counter (maintained by the state of the context-free system) is a bit more
complicated. The context-free system S has V = {A}, and its initial state is L. The rewrite rules
of S are such that all the reachable states of & are in A* - L. The system S has five possible
actions (which are also read by the PD-NBP P): push,pop,idle, empty_push, and empty_idle.
From the state L, the system S may apply the actions empty _push and empty_idle, thus signaling
to the specification that its counter is zero. From a state in A™ - 1 the system S may apply the
actions push, pop, or idle. The value of the first counter is simulated by the (number of A’s in
the) location of the PD-NBP P on the context-free graph. In order to apply a transition of M
from a configuration in which the first counter equals zero, P tries to read the actions empty push
or empty_idle. In order to increase the first counter, P reads the action push (or empty_push).
Decreasing the counter and leaving it unchanged is similar. The path automaton P memorizes the
state of M in its finite control. It accepts if it gets to an accepting state of M.

We first define two-counter machines. A two counter machine is M = (S, Fycc, Frej),
where S is a set of states, and Fy.. C S and F.; C S are disjoint sets of accepting and rejecting
states, respectively. We assume that once M reaches an accepting or rejecting state, it loops there
forever. A configuration of M is a triplet (s,c1,c2) € S X IN x IN, indicating the state of the
machine and the values of the two counters. The transition function —: S x {zero, not_zero} x
{zero,not_zero} — 2° x{inc,dec;idle}x{inc,decsidle} 1 ng 5 representation of a configuration (where the
values of the counters are replaced by flags indicating whether they are equal to zero) into possible
transitions of the machine, where an action involves a move to a new state and possible updates
(increase or decrease) to the counters. We write (s, v1,v2) — (8',dy,dg) for (s, d1,ds) €— (s,v1,v9).

The context-free system is S = ({a, L}, Act,T, L), with Act as described above, and the fol-
lowing rewrite rules.

empty_push) = (L,al). Signal that the counter is zero and add a to the state.

empty_idle) = (L, L). Signal that the counter is zero and leave the state unchanged.

T(
T(
e T'(push) = (a,aa). Signal that the counter is not zero and add a to the state.
T (pop) = (a,¢€). Signal that the counter is not zero and remove a from the state.
T

e T'(idle) = (a,a). Signal that the counter is not zero and leave the state unchanged.

The path automaton P mimics M. Formally, P = (Act,{a},S, 6,50, L, Foce U Frej), where
the transition function ¢ is induced by the transition relation — of M as follows. If (s,v1,v2) —
(s',d1,ds) then (s',a) € §(s,a, B), where

o If v; = empty, then a € {empty_push,empty_idle}. Otherwise, a € {push, pop,idle}.
o If vo = empty, then B = 1. Otherwise B = A.

o If d; = inc then a € {empty_push,push}, if d; = dec then a = pop, and if d; = idle then
a € {empty_idle,idle}.

114



e If dy = inc, then a € {AA, AL}, if do = dec, then a = ¢, and if dy = idle, then « € {A, L}.

It is not too difficult to see that Gs |= P iff M terminates. U

We note that path automata are indeed weaker than tree automata. Indeed, a PD-NBT can
simulate a PD-NBP by sending copies in accepting sinks to all directions but the direction to which
the PD-NBP chooses to go. It follows that the model checking problem for context-free systems
and PD-NPT is also undecidable.

Remark 4.5.2 In [AEMO04], Alur et al. introduce the logic CARET. CARET is a linear temporal
logic that can specify non-regular properties. Model-checking CARET with respect to pushdown
systems is decidable in exponential time [AEM04]. We note that CARET is less expressive than
pushdown automata. The study of CARET inspired Alur et al. to introduce visibly pushdown
languages, which are a subset of the context-free languages, for which model checking with respect
to pushdown systems is decidable [AMO04]. U
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4.A The Membership Problem for 2APT

In this section we show that we can also reduce the membership problem of 2APT to the emptiness
problem of PD-NPT, thus the two problems are polynomially equivalent. The idea behind our
construction is that the store of the PD-NPT can represent the location of the 2APT on the
regular tree. A move of the 2APT is simulated by the PD-NPT changing the pushdown store.

In order to avoid a complex translation of the transition function of the 2APT, we use PD-
APT with 1-letter input alphabet (i.e., alternating instead of nondeterministic). In [KVWO0],
Kupferman et al. show that emptiness of APT with 1-letter input alphabet and emptiness of NPT
are intereducible in linear time and logarithmic space. It is quite simple to extend this result to
pushdown automata.® As mentioned in Section 4.3, our reduction from emptiness of PD-NPT to
membership of 2APT can be extended to handle PD-APT with 1-letter input alphabet.

Theorem 4.A.1 Given a 2APT A with n states and index k and a regular tree (Y*,7), there
exists a PD-APT P over one letter input alphabet with n states and index k such that L(P) # 0 iff
(Y*,7) € L(A).

Proof: Let A = (%,Q,7n,q,F) be a 2APT over Y-trees and let D = (X, T, D, p,dy, L) be the
transducer inducing the labeling of (T*, 7). Assume, wlog, that dy does not have incoming transi-
tions. Consider the PD-APT P = ({a},T x D, Q, 4,40, (L,dp), F') where we use (L, dy) as the store
bottom symbol and the transition function §(q,a, (v,d)) is obtained from 7(g, L(d)) by replacing
an atom (c,q) by

e (g,¢) if ¢ =1. That is, a move of A towards the root is simulated by a pop of P.

e (gq,(v,d)) if ¢ = e. That is, when A stays on the same node, P does not change the store
content.

e (¢,(c,p(d,c))(v,d)) if c € Y. That is, when A goes in direction ¢, P extends its pushdown
store by the direction ¢ and a state of D.

3The construction in [KVWO00] transforms an APT with n states into an NPT reading trees with branching degree
n. The transition of the NPT is obtained from the transition of the APT by replacing an atom g; with the atom
(7, ¢i). The resulting automaton in nondeterministic.

In our case, handling a 2APT with n states reading trees of branching degree m, requires a PD-NPT reading trees
with branching degree (2 + m)n. We need a different direction for every state and every possible direction of the
2APT. Alternatively, we can construct a PD-APT with 1-letter input alphabet, and then convert it into a PD-NPT.
The PD-NPT requires trees with branching degree that depends on the number of states of the PD-APT and the
number of possible changes to the pushdown store.
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A configuration of P consists of a state of A together with a sequence of letters from T and
states of D. The sequence stored on the pushdown store is in fact a location in T* with the run of
D on that location*. We claim that £(P) is empty iff (Y*, ) is accepted by A.

Claim 4.A.2 L(P) # 0 iff (Y*,7) € L(A).

Proof: The proof consists of ‘translating’ a run tree of P on a“ to a run tree of A on (Y*,7) and
vice versa. Every move of one automaton corresponds to a move of the other automaton with the
pushdown store corresponding to the location of the 2APT in (Y™, 7).

We have to work with three different trees. The PD-APT P reads the word ¢ and has an
accepting run tree on it. The 2APT has an input tree and an accepting run tree. We introduce a
special notation as follows.

1. Let TiA = (T*,7) denote the input tree read by .A.

2. Let (TTA, ") denote the run tree of A and its labeling.
PD PD . .
3. Let (T ",r ) denote the run tree of P and its labeling.

For a sequence v € (T x D)* let v{}; € T* denote the projection of v on the letters in T
(with L removed) and |}, € D* denote the reverse of the projection of y on the states in D. Let
o = vi,...,v, be some word in T* and r,(a) = dy,-..,dn be the unique run of D on the reverse
of . We denote by a x r,(«) the unique word 7y, ...,v, in (T x D)* such that v, = (L,dp) and
v = (Vi+1,dn—;). In the case that a = ¢, we set a x r, () = (L, dp).

Assume first that a¥ € £(P). Then, there exists an accepting run (TTPD,TPD) of P on a¥. Given
PD PD

a* and (T, ~,r
node z € TTPD labeled by '~ (z) = (4, (g,7)). Recall that z stands for a copy of P in state ¢ with
pushdown store content -, reading the it letter in a¥. We associate with z a node z' € TTA labeled

by r (z') = (71, g)- Recall that z’ stands for a copy of A in state g, reading node v}, € TiA. Both
nodef are labeled by the same state ¢ of A. The pushdown store content of P is the location of A
inT .

), we have to construct an accepting run tree (TTA, rA) of A on TiA. Consider a

We prove by induction that we can build (TTA, TA> in such a way. We start from the root € € TTPD

labeled by " (¢) = (0, (g0, (L, do))). The root € € TTA is labeled by (¢) = (e,90). which serves
as the base case for the induction.

Given a node z € TTPD labeled by 7" (z) = (4,(g,7)) where v = (d,v)y, by the induction
assumption z is associated with a node z' € TTA labeled by r” (") = (71, 9)-

Suppose that z has d successors ¢; - 7, . . ., c¢q - = labeled 7'~ (ci-x) =(+1,(g,5 -v'"))- Then
there exists a set Y = {(q1,061),---,(qa,Ba)} such that Y = §(q,a,(d,v)). It must be the case
that the set Y/ = {(q1,A1),...,(qq,Aq)} where A; is 1 if §8; is ¢, € if 8; is (v,d) and o' if §; is
(v',d")(v,d) satisfies n(q, L(d)). We add ¢; - 2/,...,¢cq - z' to TTA as the successors of z/, and label
them r” (ci-z') = (A;-vY4,q)- Tt is simple to see that (TTA, TA> is a valid run tree of A on TiA.

4We note that it is sufficient to use the set of states D as store alphabet for P. We do not need the location in the
tree but rather its labeling, which can be deduced from the run of D. Including T on the store, facilitates the proof.
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We have to show now that (TTA,TA) is accepting. Take an infinite path 7' C TTA. The path 7'
matches a path 7 in TTPD that is labeled by the same states. Hence, if 7 satisfies F', then 7’ satisfies
F.

Assume now that A accepts TiA. There exists an accepting run (TTA,TA) of A on Tl,A. We

. PD PD w
construct an accepting run (7. ",7 ) of P on a®.

We assume by induction that every node z’ € TTA labeled by r” (') = (a, q) is associated with
some node z € TTPD labeled by r' " (z) = (4, (g, o X r,(a))) for some i. As before the root € of TTA
is labeled by TA(e) = (e,490). We label the root € € TTPD by " (€) = (¢, (qo, (L, do))). This serves
as the induction base.

Given some node z' € TTA labeled by 7" (z') = (o, q) where a = vd/, by induction assumption
there is a node z € TfD labeled by " (z) = (i, (¢, axr,(a))) where axr,(a) = (v,d)(a/ xr, ().

Suppose z' has d successors ¢y - =',...,cq- 7' € TTA labeled by r” (¢; - ") = (e, q;). Then there
exists a set Y/ = {(A1,¢1),--.,(Ag,q4)} such that o = A; - @ and Y' | (g, 7(a)). We know
that Y = {(¢1,51),---,(qa, Ba)} where B; is € if A; is 1, (v,d) if A; is g, and (V', p(d,v"))(v,d) if
A; =o' satisfies §(q, a, (v,d)). Weadd ¢; - z,...cq-x to TTPD as the successors of z, and label them
P (ei-x) = (G +1, (g B - (o % r5()))). Obviously, the result is a valid run tree of P on a“.

Every path in TTPD is associated with a path in TTA. We conclude that (Tf)D,rPD) satisfies F.
U
U
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Chapter 5

Micro-Macro Stack Systems: A New
Frontier of Elementary Decidability
for Sequential Systems

We define the class of micro-macro stack graphs, a new class of graphs modeling infinite-state
sequential systems with a decidable model-checking problem. Micro-macro stack graphs are the
configuration graphs of stack automata whose states are partitioned into micro and macro states.
Nodes of the graph are configurations of the stack automaton where the state is a macro state.
Edges of the graph correspond to the sequence of micro steps that the automaton makes between
macro states. We prove that this class strictly contains the class of prefix-recognizable graphs. We
give a direct automata-theoretic algorithm for model checking p-calculus and LTL formulas over
micro-macro stack graphs.

5.1 Introduction

One of the most significant developments in the area of formal design verification is the discovery
of algorithmic methods for verifying on-going behaviors of reactive systems [CE81, QS81, LP85,
CES86, VW86]. In model-checking, we verify the correctness of a system with respect to a desired
behavior by checking whether a mathematical model of the system satisfies a formal specification
of this behavior (for a survey, see [CGP99]). Traditionally, model checking is applied to finite-state
systems, typically modeled by labeled state-transition graphs, and to behaviors that are formally
specified as temporal-logic formulas or automata on infinite objects. Symbolic methods that enable
model-checking of very large state spaces, and the great ease of use of fully algorithmic methods,
led to industrial acceptance of model-checking [BLM01, CFF01].

In recent years, researchers extended the applicability of model-checking to infinite-state sys-
tems. An active field of research is model-checking of infinite-state sequential systems. These
are systems in which each state carries a finite, but unbounded, amount of information, e.g., a
pushdown store. The origin of this research is the result of Miiller and Schupp that the monadic
second-order theory of contezrt-free graphs is decidable [MS85]. As the complexity involved in that
decidability result is nonelementary, researchers sought decidability results of elementary complex-
ity. At the same time, researchers sought decidability results for larger classes of systems. Algo-
rithms for simpler logics and more general systems have been proposed. The most powerful results
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are an exponential-time algorithm by Burkart for model checking the p-calculus with respect to
prefiz-recognizable graphs [Bur97b] and decidability of monadic second-order theory of high-order
pushdown graphs [KNUO03]. See also [BS95, Cau96, Wal96, BE96, BQ96, BEM97, Bur97a, FWW97,
BS99, BCMS00, KV00]

The class of high-order pushdown graphs strictly contains the class of prefix-recognizable graphs
[KNUO03], and the class of prefix-recognizable graphs strictly contains the class of pushdown graphs
[Cau96], which in turn strictly contains the class of context-free graphs [CM90]. These classes are
defined in terms of certain rewrite rules. More powerful notion of rewrite rules yield even larger
classes of graphs. The class of synchronized rational graphs strictly contains the class of high
order pushdown graphs and in turn is strictly contained in the class of rational graphs. Only the
first-order theory of synchronized rational graphs is, however, decidable (cf. [Biic60, ThoO1]). It is
undecidable even to determine if some vertex is reachable from another vertex (cf. [ThoO1]). For
rational graphs even first-order theory is undecidable [Mor00]. To the best of our knowledge the
class of prefix-recognizable graphs is the largest class of graphs modeling sequential systems for
which there is an elementary model checking algorithm of p-calculus.

In this paper we present the class of micro-macro stack graphs, which strictly contains the
class of prefix-recognizable graphs and for which model checking p-calculus and LTL formulas is
decidable in elementary time. Every graph in our class has a simple finite representation in terms of
natural rewrite rules. The extension from prefix-recognizable graphs to micro-macro stack graphs is
analogous to the extension from pushdown graphs to prefix-recognizable graphs, as we now explain.

The nodes of a pushdown graph are words over some finite alphabet. Such a word represents
the store content and the internal state of a pushdown automaton. A transition corresponds to
the move of a pushdown automaton when reading some input letter (i.e. popping the top of the
store and pushing a finite sequence). The nodes of prefix-recognizable graphs are again words
representing the internal state with the content of the pushdown store. Every transition is a triplet
of regular languages. Application of the rewrite rule (@, 3,7) on a node z consists of finding a
partition zz' of z such that z is in the regular language o and 2’ is in the regular language §3,
and then replacing the prefix z by some prefix ¥ in the regular language -y, reaching node yz'.
Prefix-recognizable graphs correspond to the configuration graphs of pushdown automata when the
e-transitions are factored out [Sti00, Blu01]. Indeed, a pushdown automaton can do a series of
e-transitions that remove z from the pushdown store while checking that z is in the language a.
Making sure that the suffix 2’ is in the language 8 can be done by adding information to the store.
Finally, another sequence of e-transitions adds y to the store. We can think of the e-transitions as
micro steps that are not exhibited in the prefix-recognizable graph. Then, advancing transitions of
the pushdown automaton are macro steps that are exhibited in the prefix-recognizable graph.

There is another way to let the pushdown automaton check that the suffix 2’ is in the language
B. This is by allowing the automaton to read the entire contents of the store. This is the type
of behavior of stack automata [GGH67b, GGH67a, HU79]. Just like pushdown automata, stack
automata have a finite but unbounded store, they can change only the top of the store by either
removing the letter on top of the store or by adding a finite sequence of letters on top of the store.
Unlike pushdown automata, stack automata can read the entire contents of their store. A stack
automaton can navigate on its store, checking its entire contents. It can change the contents of the
store only when it visits the top of the store. Thus a prefix-recognizable graph can be viewed also
as the pruned configuration graph of a stack automaton. The following sequences of micro steps
are removed: (a) removing the prefix of the pushdown store while checking that it is in the regular
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language «, (b) going to the bottom of the store and checking that the remaining suffix is in the
language 3, and (c) adding a sequence of letters from the regular language v to the store.

In our framework we offer a more flexible partition into micro and macro states. We let the
automaton itself designate which states should be left unnoticed and which states correspond to a
change in the graph. We refer to such stack automata whose state set is partitioned into micro and
macro states as micro-macro stack automata. The nodes of a micro-macro stack graph correspond
to configurations of a micro-macro stack automaton whose state is a macro state. Edges of the
graph correspond to the change performed via a sequence of micro states.

We show that the class of micro-macro stack graphs strictly contains the class of prefix-
recognizable graphs. We give two examples of micro-macro stack graphs that are not prefix-
recognizable. First, as mentioned, prefix-recognizable graphs are the configuration graphs of
pushdown automata. Thus, the prefix-recognizable graphs, when considered as acceptors of lan-
guages, recognize the context-free languages [Sti00]. We give a micro-macro stack system whose
graph accepts a language that is not context free. Second, under some conditions on prefix-
recognizable graphs, Blumensath gives information on the size of the encoding of the nodes of
a prefix-recognizable graph [Blu01]. We give a micro-macro stack system whose graph does not
meet Blumensath’ characterization. The class of micro-macro stack graphs is (strictly) contained
in the class of synchronized rational graphs. Indeed, we show that model checking the u-calculus
over micro-macro stack graphs is decidable in elementary time. Thus, micro-macro stack graphs
constitute a new frontier of elementary decidability for sequential systems.

Our model checking algorithms are automata based. The automata-theoretic approach to veri-
fication uses the theory of automata as a unifying paradigm for program specification, verification,
and synthesis [VW94, Kur94, KVWO00]. Automata enables the separation of the logical and the
algorithmic aspects of reasoning about systems, yielding clean and in many cases asymptotically
optimal algorithms. The automata-theoretic framework for reasoning about finite-state systems has
proven to be very versatile. Recently, the automata-theoretic approach to verification has been
extended to infinite-state sequential systems [KV00, KPV02a]. Our model-checking algorithms for
micro-macro stack graphs extend the algorithms in [KV00, KPV02a]. In general, the automata-
theoretic approach to branching-time model checking uses a reduction to the emptiness problem of
alternating tree automata. The automata-theoretic approach to linear-time model checking uses a
reduction to the emptiness problem of nondeterministic word automata. In the following we show
that for micro-macro stack graphs, the model checking of branching-time specifications (linear-
time, respectively) can be reduced to the emptiness problem of alternating stack tree automata.
(nondeterministic stack word automata, respectively).

The class of micro-macro stack graphs is contained in the class of high order pushdown graphs.
In order to check the contents of the stack a high order pushdown puts a fresh copy of the first
order pushdown on the second order pushdown and removes the top of the first order pushdown.
The information is not lost, it is stored in the old copy in the second order pushdown. It follows
that the monadic second-order theory of micro-macro stack graphs is decidable.

5.2 Transition Graphs and Rewrite Systems

A labeled transition graph is G = (%, S, L, p, so), where X is a finite set of labels, S is a (possibly
infinite) set of states, L : S — X is a labeling function, p C S x S is a transition relation, and
so € S is an initial state. When p(s, s’), we say that s’ is a successor of s, and s is a predecessor
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of s'. For a state s € S, we denote by G* = (X, S, L, p, s), the graph G with s as its initial state.
An s-computation is an infinite sequence sg, S1, ... € S“ such that sy = s and for all 7 > 0, we have
p(8i,Si+1)- An s-computation s, s1,... induces the s-trace L(sg) - L(s1)---. The set T; is the set
of all s-traces and Tg = T, is the set of all initialized traces in G.

A rewrite system is R = (£,V,Q,L,T,q, T,L1), where ¥ is a finite set of labels, V is a finite
alphabet, @ is a finite set of states, L : @ x VT — ¥ is a labeling function, T is a finite set of
rewrite rules, to be defined below, gy € @ is an initial state, T € V is a store-top symbol, and
1 € V is a store-bottom symbol. We assume that the store-top symbol is moved whenever the
store is extended. We assume that both store-bottom and store-top cannot be removed from nor
added to the store and that the system does not try to go below the store-bottom or above the
store-top. The set of configurations of the system is a subset of Q x V. Intuitively, the system
has finitely many control states and an unbounded store. Thus, in a configuration (g, z) € @ x V™
we refer to g as the control state and to = as the store.

We consider here the well known prefiz-recognizable systems and introduce micro-macro stack
systems. In a prefiz-recognizable system, each rewrite rule is (g, @, 3,7, ¢') € Q X reg(V') x reg(V') x
reg(V) x Q, where reg(V) is the set of regular expressions over V. Thus, T' C @ x reg(V') x reg(V') x
reg(V) X Q. For a word w € V* and a regular expression r € reg(V') we write w € r to denote
that w is in the language of the regular expression r. We note that the standard definition of
prefix-recognizable systems does not include control states [Cau96] (nor store-bottom or store-top).
Indeed, a prefix-recognizable system without states can simulate a prefix-recognizable system with
states by having the state as the first letter of the unbounded store. We use prefix-recognizable
systems with control states for the sake of uniform notation.

In a micro-macro stack system (or mMs system for short), the set V' contains a special symbol
1, the set of states () is partitioned into the set m of micro states and the set M of macro states,
and every configuration contains exactly one occurrence of the symbol 1. More formally, denote
V' =V \ {1, T,L} then the set of possible store contents is STORES = {T}-(V')*- {1} - (V')*-
{L}U {1} -{T} - (V)* - {L} (recall that L and T cannot be removed from nor added to the
store). Each rewrite rule of an mMs system is (g, A,act,q') € Q@ x (V \ {1}) x ACT x @Q where
ACT C {pop,md, mu, sp} U {push(z) | z € (V')}. Here, md, mu, and sp stand for move down,
move up, and stay put, respectively. A configuration in m x STORES is a micro configuration
and a configuration in M x STORES is a macro configuration. The labeling function L associates
with every configuration of a rewrite system a label. The labeling depends only on one letter of
the store z, as we explain below. Thus, we may write L : Q X V — X. When a rewrite system R
is in configuration (g, x) such that L(gq,z) = a for some a € ¥ we say that R signals a.

A rewrite system R induces a labeled transition graph Gr = (X,Q x V1, L', pg, (g0, T0)). A
labeled transition graph that is induced by a prefix-recognizable system is called a prefiz-recognizable
graph. A labeled transition graph that is induced by an mMs system is called a micro-macro
stack graph (or mMs graph for short). For a prefix-recognizable system the states of G are the
configurations of R, the initial store content is g = TL, and ((q,2),(q’,2")) € pg if there is a
rewrite rule in T leading from configuration (g, z) to configuration (¢’,z’). For an mMs system
the states of Gg are the macro configurations of R, the initial store content is zg = T1L, and
((g,2),(q',2")) € pgr if there is a sequence of rewrite rules in T leading from configuration (g, z)
to configuration (¢, z’) by a series of micro configurations. Formally, if R is a prefix-recognizable
system, then pr((q,z - y),(q',z" - y)) if there are regular languages «, 3, and v such that z € a,
y € B, ' € v, and (q,,3,7,q') € T. The labeling of a state (g, Az) is L(g,A). In order to
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counsider the case of an mMs system we need a few definitions. Let H(wotzwy L) = z, where z € V,
H(Twl) =T, and H(wtLl) = L. This describes the letter in the store read by the mMs system.
In order to define the effect of applying a rewrite rule on a configuration we define the partial
function B : STORES x ACT — STORES. This function gives the new content of the store and
is defined below. We assume that the system never moves up when it is at the top of the store nor
down when it is at the bottom of the store.

1Tzwl,pop) = 1Twl.

1Twl,push(z)) =1Tzwl.

B(
B(

o B(watzwi L, md) = woztw; L.
B(weztwy L, mu) = watzw; L.
B(

e B(s,sp) =

A sequence of micro steps from a macro configuration (g, z) to macro configuration (¢',2’) is a
sequence (q1,21), (g2,22), -- -, (Gn,2n) such that (q,2) = (q1,21), (¢',2") = (gn,2n), forall 1 < i <n
we have ¢; € m, and forall 1 < i < n there exists a rewrite rule (g;, H(z;),act,qi+1) € T and
B(z;,act) = zj11. Finally, for a pair of macro configurations we have ((q, z), (¢',2')) € pg if there
exists a sequence of micro steps from (g, 2) to (¢', 2’). Note that the mMs system collects information
on the content of the stack and stores it in its control state. In particular, when standing on top
of the store the mMs system always reads the symbol T and relies solely on the control state to
choose its next action. The labeling of a state (g,z) is L(q,H(z)).! We demand that the initial
state of an mMs system be a macro state. This way we are ensured that the induced mMs graph
has a single initial state. The work in this paper can be easily generalized for the case that there
are many initial states.

Example 5.2.1 Consider the following mMs R = ({a,b,c,d},{A, T,1},Q,L,T,qo, T,L) where
Q = {90,49: 9> 9> 9c, 4a}, the state g4 is the only micro state, L(qy,A) = L(g,, T) = L(g,y, L) =7y
for v € {a,b,c,d} and L(qo,A) = L(qo, L) = d. Finally, T includes the following transitions.

e (qo, L, mu,qg) - signal d (state qo) and move to a guessing state.

g, T,push(A),qg) - guess a number of A and put it on the store.

qg, T,md,qa) - nondeterministically decide to start signaling a.

Qa, L, mu,qy) - when reaching the bottom of the store start signaling b.

(
(
( )
(qa, A,md, qq) - go down the store while reading A and signaling a.
( )
(qv, A, mu, qp) - go up the store while reading A and signaling b.

(

e (qy, T,md,q.) - when reaching the top of the store start signaling c.

!The choice to set the labeling according to #(z) is the most general. We can emulate labeling according to the
top of the store by remembering the top of the store as part of the control. Similarly, regular labeling, that depends
on the membership of the entire store content in some regular language can be emulated by remembering the state
of a deterministic finite automaton for the regular language on the store.
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e (gc, A,md,q.) - go down the store while reading A and signaling c.
e (qc, L,sp,qq) - when reaching the bottom of the store start signaling d.
e (q4,L,3p,qq) - signal d indefinitely.

This system produces a ‘star’ of infinite degree. The center of this star is the initial state and each
‘ray’ is a sequence da™b"c"d¥ for some n. It does so by guessing some number of A and put them
on the store. Then it moves up and down the store while signaling a, b, and c.

Example 5.2.2 Consider the mMs system R = ( {a,b}, {T,L, A}, {q0,70,p}, L, T, qo, T, L)
where m = {r}, M = {qo,l,p}. The labeling function L associates with state | the symbol a and
with states qo and p the symbol b. The set of rewrite rules T contains the following rules.

e (qo,L,sp,r) - move to micro state r.

r, L,mu,l) - bottom of the store, switch to state I.

I, A,mu,l) - move up the store.

{

(

(I,T,sp,p) - top of the store, switch to state ‘push’.
(I,

(p, T,push(A),r) - extend the store, switch to state r.
(r,

o (r,T,md,r),(r,A,md,r) - move down.

This system is in fact a unary counter. It ‘outputs’ 1, then 2, then 3, and so on ad-infinitum. It
does so by going to the bottom of the store, then while it goes to the top of the store it signals a with
every move. When reaching the top of the store it extends the store with one symbol and signals
one b. Thus, the first two b symbols are separated by one a. Then before the third b symbol there
are 2 as, and generally the ith b is separated from the next b by the sequence a'.

It is quite easy to see that given a prefix-recognizable system R we can construct an mMs system
R’ such that Gg and Gp are isomorphic. The set of macro states of R’ correspond to the set of
states of R and the set of micro states of R' correspond to the states of automata that recognize the
regular languages in the transitions of R. The mMs system R’ mimics a transition (g, o, 3,7,q’)
of R by removing a sequence of letters from the store while simulating a run of the automaton for
the regular language « on the removed sequence. Then the mMs system goes to the bottom of the
stack and checks that what is left on the stack is a word in the regular language 8. Finally, the
mMs system guesses a word in 7y (letter by letter) and adds it to the store?. In the sequel we show
that the opposite is not true. There are mMs graphs with no isomorphic prefix-recognizable graph.
The fact that an mMs system remembers in addition to the stack contents a location in the stack
is enough to give it extra power over prefix-recognizable systems.

2 A similar construction appears in Section 5.3.1.
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5.3 Non Prefix-Recognizable mMs graphs

We give two examples of mMs graphs for which there exist no isomorphic prefix-recognizable
graphs3. We use two methods to prove that these graphs are not prefix-recognizable. First, we use
simple language considerations. We show that our graph, if represented by a prefix-recognizable
system, induces a pushdown automaton over finite words that accepts a language that is not context-
free. Second, we use a characterization of prefix-recognizable graphs by Blumensath [Blu01]. We
give another graph and prove that it does not satisfy the requirements of Blumensath.

We define isomorphism with respect to two graphs G = (X, S, L, p, so) and G' = (£, 5", L', o/, s0),
with the same alphabet. A bijection I : S — S’ is an isomorphism between G and G’ iff forall
s,t € S we have L(s) = L(I(s)) and p(s,t) iff p’(I(s),I(t)).

5.3.1 An mMs Graph Recognizing a non Context-Free Language

We use the well known non context-free language {a™b"c" | n € N'} to prove that a graph is not
prefix-recognizable. In fact, for many languages, if L is not context free but it can be recognized
by a finite stack automaton, we can construct an mMs graph G, whose ‘language’ is L. The graph
G, should be another example of an mMs graph that has no isomorphic prefix-recognizable graph.

We first need some definitions. A pushdown automaton over finite words (or PD-NFW for short)
is P=(X,T,Q, p,q0, L, F) where ¥ is a finite input alphabet, I" is a finite pushdown alphabet, Q
is a finite set of states, gy € @ is an initial state, L € I' is a store-bottom symbol, and F' C @ is
a set of accepting states. The transition function p: Q x (S U {€}) x I' = 29*I" associates with
every state ¢ € @, input letter o € (X U {€}), and pushdown letter A € T" a finite set of possible
transitions p(q, o, A).

A configuration of a PD-NFW is a pair (¢, w) € Q xI'* where ¢ is the state of the automaton and
w is the content of the pushdown store. A run of a PD-NFW over a finite word w € ¥* is a sequence
of configurations and locations r € (Q x I'* x {0,...,|w| 4+ 1})* such that o = ((go, L),0) and for
every 0 <14 < |r| we have r; = (¢, A-x),7), rix1 = ((¢',y - x),j + A) and either (¢',y) € p(q, wj, A)
and A =1, or (¢,y) € p(g,e,A) and A = 0. A transition from ((q,z), ) to ((¢',z'), ) is called
an e-transition. Otherwise it is an advancing transition. A run is accepting if r,| = (f, z, |w[ + 1)
for some state f € F and forall j < |r| we have that r; = (s,y, k) such that k£ < |w|. A word w
is accepted by P if there exists an accepting run of P on w. The language L(P) of P is the set of
words accepted by P.

An automaton is an NFW if I' = {1} and the transition function is restricted to p : @ x ¥ X
{1} — 29%{1} . In this case we write N = (2,Q, p,q0, F) and p : Q x & — 29. In case that for
every letter o € ¥ and state ¢ € QQ we have |p(g,0)| = 1 we say that N is deterministic (DFW).

Consider the mMs system R = ( {a,b,c,d}, {A, T, L1}, Q, L, T, qo, T, L) from Example 5.2.1.
Claim 5.3.1 There is no prefiz-recognizable system S such that Gg is isomorphic to Gpg.
Proof: Given a PD-NFW P = (3. T',Q,p,qo, L, F) we construct the graph Gp where the set

of vertices is the set of configurations of P from which there exists an advancing transition. An
edge connects (g, w) to (¢',w’) if there exists an advancing transition followed by a sequence of €

3In fact, for our graph there does not exist a bisimilar prefix-recognizable graph. Our proof can be extended for
the case of bisimilarity.
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transitions leading from (g, w) to (¢’,w’). Finally, we label a configuration (¢, Aw) by the set of
letters o € ¥ such that p(g, o, A) # 0. Formally, let Gp = (2%, S, L, pp, s0) where S = {(¢, A-w) €
Q xT7" | Jo € ¥ s.t. p(g,0,4) # 0}, so = (g0, L), and L(g, Aw) = {0 | p(q,0,A) # 0}. We have
((g, Aw), (¢’ ,w")) € pp if there exists a run (¢, Aw,0), (q1,w1,1), ..., (gn, wn, 1), (¢',w',1) on a word
o € L(q, Aw) (note that |o| =1 and that this run is not necessarily accepting).

It is known that the graph of a prefix-recognizable system is isomorphic to the configura-
tion graph of a PD-NFW [Sti00, Blu0O1]. We extend this result by showing that given a prefix-
recognizable system Rp, = (Spr, Vor, Qpry Lpr, Tpr, gh , T, L) we can construct a PD-NFW P =
(3,1, Qpd, p, qu,£, F') such that every state s of Gp has |L(s)| = 1 and if we restrict our attention
to states reachable from (qu, 1) in Gp and from (gj, TL) in Gg,, the two are isomorphic.

We first need a few definitions. Consider the prefix-recognizable system R, = ( 3y, Vpr, Qpr,
Lypr, Tpr, 57, T, L). For arewriterulet; = (g, i, Bi, Vi, ' ) € Tpr, let Uy = (Vpr, @, Mx, 45, Fa), for
X € {aj, Bi, i}, be the NEFW for the language of the regular expression A. We assume that all initial
states have no incoming edges and that all accepting states have no outgoing edges. We collect
all the states of all the automata for «, 8, and v regular expressions. Formally, Q, = Uti er Qo>
Qp = Uper @p;; and Qy = Uy, e Q- Let {Bi1, ..., Bn} be the set of regular expressions f3; such that
there is a rewrite rule (g, i, 5,7, q') € Tpr- Let Dg, = (Vpr, Dg,, 1p;, qgi, F;) be the deterministic
automaton for the reverse language of ;. For a word z € V;, we denote by g, (z) the unique
state that Dg, reaches after reading the word z. Let T = V), X II1<;<,Dg,. For a letter v € T, let
vli], for ¢ € {0,...n}, denote the i-th element in v (that is, v[0] € V}, and v[i] € Dg, for i > 0). Let
np : (TxV) — T denote the effect of reading a letter V on the states of the automata Dg,. Formally,
no(v, A) = (A,ng, (v[1], 4),...,n8,(v[n], A)). Weuse L = <J_,q€1, . ,qg") as store-bottom symbol
of the PD-NFW. Given a word w = wy, ..., wy € V,, - L we denote by rPi(w) = rgi, ..., T the
unique run of Dg; on the reverse of w. We denote by w x 81 (w) x - - - x 87 (w) the word vg, v1, ..., U
such that forall 0 < j < m we have v;[0] = w; and v,,[0] = L and forall 0 < j <mand 1 <i<n
we have v;[i] = rZ:_j.

Consider the PD-NFW P = (5,,, T, Qpr U (Tpr X (Qa U Q4)), p, 5, L,0) where the transition
function is defined as follows.

e For a state ¢ € (p and v € T we have

_ {<(ti,8),’U> | t; = <Q7 O‘iaﬂia’)’ia‘f) and s = qgl} fo=1L T(q,’U[O])
p(Qa UaU) - { @ If o 7& Lﬁr(qu[o])

e For a state (;,s) € Tpr X Qq wWhere t; = (q, &4, B, 7i,q') we have
U {{(ti,s'),€) | 8" € M (s,0[0])}

ti
{((ti,s"),v) | s € Fy,,s" € F,,, and v[i] € F,}
0 If o € 5y

pl(t:,8),0,0) = Ho=e

e For a state (t;,s) € Tpr X Q, where t; = (g, i, 8i, Vi, ¢') we have
AN ’oor r_ !
U L)) | s € (8,000 and o =m0 O)} 1

{(d,v) | s =40}
0 If o € Sy

p((ti; 8),0,v) =
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We show that the subgraphs of Gp and Gg,, that are reachable from the respective initial states
are isomorphic. Consider the function I : Qpr X V* = Qpq x T* where I(q,z) = (¢, X rP (z) x
- x rPr(z)).

For every state g € @, the only letter o € %, for which p(q,0,v) is defined is L(g,v[0]),
hence Lp,(q,w) = Lg,(I(g,w)). For every state (t,q) € Tpr X (Qa U Q) we have §(g,o,v) = 0
for 0 # €. By definition it is clear that I is an injection. We show that I is a surjection. Notice
that, the only way to extend the store is by a transition ((¢,s’),v'v). However, we demand that
v' = np(v,v’[0]). Hence, the only states reachable from (qu, L) are states in the range of I. We
show by induction on the distance from (q0 ,L) that every configuration (g, w’) of P is in the range
of 1. For (qo ,L) the proof is immediate. Assume that all conﬁguratlons whose distance is k are
in the range of I. Consider a state (¢, w) of Gp of distance k + 1 from (q0 ,-L). By induction there
ex1sts a reachable state (¢',w’) of Gg,, such that (I(¢',w'), (g, w)) € pp. Denote s = I(q/, w) and

= (g, w). Then there is a sequence s, {(t 1qa) 0)» <( aQa) 1)y - (( aQa) W), ((t ,q7 ) Tt ),

- (¢, q7) zo), s’ such that wy is the store content of s, zo = w is the store content of s', wy, = T,
is a common suffix of w,, and x such that w,, € 8 (note that Dg runs from the end of Wy, to the
start of w,, and recognizes words whose reverse is in 3). and the runs ¢2,...,¢™ and qg, . ,qunl
are witnesses that the prefixes of wy and z( are in a and -y respectively. We conclude that the state
(¢',wl[0]) is reachable in Gg,, and I(¢',w[0]) = s'. In a similar manner we show that (s,s’) € pr,,
iff (I(s),I(s")) € pp.

Assume by contradiction that there exists a prefix-recognizable system whose graph is isomor-
phic to Gg. Let Ry, = ({a,b,¢,d},V,Q,L,T,qo, T, L) be the prefix-recognizable system that pro-
duces this graph. Let P = ({a,b,¢,d}, Y, Q’, p, qp, L, §) be the PD-NFW such that G p is isomorphic
to Gg,,. Consider the PD-NFW P’ = ({a,b,c,d},Y,Q" U {acc},p’, qp, L, {acc}), where for every
state ¢ € @' and letter A € T such that p(q,d, A) # 0 we define p'(q,d, A) = p(q,d, A) U {{acc, A)}
and p'(q,7, A) = p(q,7, A) for v # d or when p(q,d, A) = (. Thus, whenever P’ reads the letter d it
can enter an accepting state. Is is simple to see that the language of P’ is {d}-{a™b"c" | n > 1}-{d}T.
However, {a"b"c" | n € N'} is not a context-free language [HU79]. contradiction. U

5.3.2 An mMs Graph Violating Prefix-Recognizable Representation Characterization

We give another example of an mMs graph that is not prefix-recognizable. This time, we use
characterization of prefix-recognizable graphs by Blumensath [Blu01] to show that the graph is not
prefix-recognizable.

We first need some definitions. Let 73 = {0,1}* denote the full binary tree and let succy(z,y)
and succy (z,y) denote the successor relations (that is, for z,y € {0,1}* we have succy(z,y) true
iff y = x -0, and similarly for succ;). We define Monadic Second Order Logic (MSOL) over
(T2, succy, succy) as follows. Let z,y,... denote vertex variables and X, Y, ... denote set variables.
Atomic formulas are x € X and succ;(z,y) for i € 0,1. MSOL formulas are the formulas obtained
from atomic formulas by closing them under Boolean connectives and existential quantification over
vertex or set variables. For a full exposition of MSOL we refer the reader to [Tho90].

A graph G = (%, S, L, p,so) is MSOL interpretable in the structure (72, succy, succy) if there
exist MSOL formulas ¢,(z,y), ¢s,, and for every o € ¥ we have ¢, (z) such that the graph G’
defined below is isomorphic to G. Let G' = (X, 5", L', p/, s;) such that S' = {t € T2 | Tz.p,(t,z) V
wp(z,t)}, So={t € T2 | ps,(t)} is a singleton Sy = {sp}, p = {(z,y)|¢,(x,y)} and finally, for every
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R (a',y') =

VX [( ( (Vz.z € X = @4(2)) A

! ! ! !
Vz,2'.z2 € X Npp(2,2'") N pa(2) = 2 € X) ) = (@ €X =y €X)| Apa(z) Aga(y)

Ryarv(2, ) = @u(z) A s(y) A [@p(,y) V 3z, (Rax (2, 4) A gy, 2") A pp(y,9))]

Figure 5.1: Interpretation in 72

state s € S" we have [(s) = {0 | ¢s(s)} is a singleton and [(s) = {L(s)}. We overload notation and
refer to (¢p, Pso: (Yo )oex) both as the interpretation in 75 and the graph that it induces.

Theorem 5.3.2 [Bar97, Blu01] A graph G is prefiz-recognizable iff it is MSOL interpretable in
(T2, succy, sucey).

Consider a prefix-recognizable graph G = (3,85, L,p,s9) and a state s € S. Let Pre*(s)
denote the set of states from which s is reachable. Formally, for S’ C S we define Preg(S’) = S,
Prei1(S') = {t | 3t' € Pre;y(S') and (t,t') € p}, and Pre*(S’) = ;5o Prei(S’). If 8" = {s} is a
singleton we write Pre*(s). We define a relation on the states of G, forall s, we have s < t iff
s € Pre*(t). Let (@), @sy, (¢s)sex) be some interpretation of G in 73 and let I : S — 73 be the
bijection associating G' and (p,, ¥s,, (¢s)sex). For a state s € S, let |I(s)| denote the length of
I(s) € Ta.

Lemma 5.3.3 [Blu01] Let G be a prefiz-recognizable graph. If the relation s <t is a well order on
the states of G, then for every interpretation of G in Ta with bijection I we have |I(a,)| = O(n)
where a,, is the nth element in the ordering.

Consider the mMs system R = ( {a,b}, {T,L, A}, {q0,7,1,p}, L, T, qo, T, L ) from Exam-
ple 5.2.2.

Theorem 5.3.4 The system R above is not a prefiz-recognizable system.

Proof: Lemma 5.3.3 gives information on the size of the encoding of states of a well ordered
prefix-recognizable graph. The graph above is clearly well ordered. We show a subgraph that is
also well ordered. Both the graph and its subgraph are embedded in 73 and share the same encoding
of the states. In each graph we get information on the size of the encoding and this information is
contradictory.

Suppose by contradiction that there exists a prefix-recognizable system inducing a graph iso-
morphic to Gr. Let G = (X, S, L, p,sg) be the graph of this prefix-recognizable system and let
(20> Pso> Pas ) be some interpretation of G in 75. Let I : § — 75 denote the isomorphism associ-
ating the two. As mentioned the system above produces an infinite path of nodes. Let b; denote
the state z such that |Pre*(z) N{y | L(y) = b}| =i.

Denote by G' = ({b},5’, L', p', so) the graph consisting of the states S’ = {b; | 7 > 1} and the
edges p' = {(bi,bi+1) | # > 1}. For every state b; € S’ we have L'(b;) = b and as so = b we
use the same initial state in G’. We show that this graph is also interpretable in 73. Hence, it is
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also a prefix-recognizable graph and Lemma 5.3.3 applies for it. Consider the MSOL formulas in
Figure 5.1. For states z',y" we have Ry« (z',1y’) true iff ' is reachable from z’ along a path that
visits only states labeled a. For states z,y we have Ryq«p(z,y) true iff both z and y are b states and
either y is a successor of z or y is reachable from z along a path that visits only states labeled a.

Consider the structure (Rpg«p, ¢s,, true). It is isomorphic to the graph G'. Let I' : 8" — T
denote the isomorphism between G’ and (Rparp, @5, true) (actually, I' is I restricted to S’). From
Theorem 5.3.2 it follows that G’ is a prefix-recognizable graph. It is also the case that G’ is well
ordered. According to Lemma 5.3.3 we have |I(b;)| = ©(4).

As mentioned the graph G consists of a single path. Hence, the relation < is a well order on
the states of G. The state b; is the @ state in this order. According to Lemma 5.3.3 we have
|1(b;)| = ©(i?). Contradiction. ]

5.4 Model-Checking mMs Systems

We use the automata-theoretic approach to model checking. In the branching time framework,
the automata-theoretic approach reduces the model checking problem to the emptiness problem
of an alternating tree automaton over 1-letter alphabet. The alternating tree automaton is the
combination of the system and the specification [KVWO00]. In the linear time framework, the
automata theoretic approach reduces the model checking problem into the emptiness problem of
a nondeterministic word automaton. The nondeterministic word automaton is the combination
of the system and the negation of the specification [VW86]. Similarly, for mMs systems we solve
model checking by a reduction to the respective emptiness problem. As our systems have a stack
we use stack automata.

In order to give the most general algorithm we assume that the specification is given as an
automaton. In the branching time framework the specification is given as an alternating graph
automaton (that accepts all possible graphs that satisfy the specification, see below). In the linear
time framework the specification is given as a nondeterministic Biichi word automaton (that accepts
all traces not satisfying the specification). Algorithms for converting p-calculus, CTL, CTL*, and
LTL and S1S to automata can be found in the literature [Bic62, VW94, JW95, Var98, KVW00).

5.4.1 Definitions

Nondeterministic Automata A nondeterministic Biichi automaton on infinite words (or NBW
for short) is N = (X£,Q,qo,n, F'), where N is an NFW that is run over infinite words. A run of
N on an infinite word w = wg, w1, ... is an infinite sequence pg,p1,... € Q¥ such that py = qo
and for all 0 < j, we have p; 11 € n(pj, w;). For a run r = py,p1,..., let inf(r) ={g€ Q| ¢ =
p; for infinitely many 7’s} be the set of all states occurring infinitely often in the run. A run r of an
NBW is accepting if it visits the set F infinitely often, thus inf(r)NF # 0. A word w is accepted by
N if N has an accepting run on w. The language of N, denoted L(N), is the set of words accepted
by N. We use NBW as our linear-time specification language. A linear-time specification N is the
NBW characterizing all the bad behaviors. If we want to check that a model satisfies a property
© we have to construct the NBW N for —p. A labeled transition graph G does not satisfy a NBW
N, denoted G £ N iff T N L(N) # 0.

We are especially interested in cases where ¥ = 247 for some set AP of atomic propositions
AP, and in languages L C (2AP )“ definable by NBW or formulas of the linear temporal logic LTL
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[Pnu77]. For an LTL formula ¢, the language of ¢, denoted L(¢p), is the set of infinite words that
satisfy ¢.

Theorem 5.4.1 [VW94] For every LTL formula ¢, there exists an NBW N, with 200 states,
such that L(N,) = L(yp).

Graph Automata Given a finite set Y of directions, an Y-tree is a set T' C T* such that if
v-x €T, where v € T and z € T*, then also € T. The elements of T' are called nodes, and the
empty word ¢ is the root of T. For every v € Y and = € T, the node z is the parent of v - z and
v-zisa child of z. If z=x-y €T then z is a descendant of y. There is a natural partial order
induced on the nodes of the tree, z < y iff y is a descendant of z. An Y-tree T is a full infinite tree
if T'=7* A path 7 of a tree T is an infinite set 7 C T" such that € € 7 and for every z € 7 there
exists a unique v € Y such that v - £ € . Our definitions here reverse the standard definitions
(e.g., when T = {0, 1}, the successors of 0 are 00 and 10, rather than 00 and 01).

Given two finite sets T and X, a X-labeled Y-tree is a pair (T,7) where T is an Y-tree and
7 :T — ¥ maps each node of T to a letter in ¥. When T and ¥ are not important or clear from
the context, we call (T, 7) a labeled tree.

For a finite set X, let BT (X) be the set of positive Boolean formulas over X (i.e., Boolean
formulas built from elements in X using A and V), where we also allow the formulas true and
false, and, as usual, A has precedence over V. For a set Y C X and a formula § € BT (X), we
say that Y satisfies 0 iff assigning true to elements in Y and assigning false to elements in X \ Y’
makes 0 true.

An alternating automaton on labeled transition graphs (graph automaton, for short) [Wil99] is a
tuple A = (3, Q, 1, qo, @), where 2, @, qo are as in PD-NFW, « specifies the acceptance condition,
andn:Q x % — BT ({g, 0,0} x Q) is the transition function. Intuitively, when A is in state ¢ and
it reads a state s of G, fulfilling an atom (O, p) (or Op, for short) requires A to send a copy in state
p to some successor of s. Similarly, fulfilling an atom Op requires A to send copies in state p to all
the successors of s. The atom (g,p) (or p, for short) requires A to send a copy in state p to the
node s itself. Thus, like symmetric automata [DW99, Wil99], graph automata cannot distinguish
between the various successors of a state and treat them in an existential or universal way.

A run of a graph automaton A on a labeled transition graph G = (2,5, L, p, s¢) is a labeled
tree in which every node is labeled by an element of S x Q). A node labeled by (s, q), describes a
copy of the automaton that is in the state ¢ of A and reads the state s of G. Formally, a run is
a Y,-labeled I-tree (T, r), where T is some set of directions, ¥, = S x @, and (T, r) satisfies the
following;:

1. e € T, and r(e) = (s0,90)-

2. Consider y € T, with r(y) = (s,q) and d(g, L(s)) = 0. Then there is a (possibly empty) set
Y C ({&,0,0} x @), such that Y satisfies 0, and for all (c¢,q’) € Y, the following hold:
e If ¢ = ¢, then there is v € T such that y-y € T}, and (v - y) = (s,¢').
e If ¢ = O, then for every successor s’ of s, there is v € T' such that v-y € T, and
r(y-y) = (s',4).
e If ¢ = Q, then there is a successor s’ of s and v € T such that -y € T, and r(y-y) = (s',¢)-
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A run (T, r) is accepting if all its infinite paths satisfy the acceptance condition. We consider here
parity acceptance conditions [EJ91]. A parity condition o = {Fy, Fy, ..., Fy} is a partition of Q.
The number m of sets is called the index of A. Given a run (T},r) and an infinite path = C T,
let inf(w) C Q be such that g € inf(w) if and only if there are infinitely many y € 7 for which
r(y) € S x {q}. That is, inf(7) contains exactly all the states that appear infinitely often in 7. A
path 7 satisfies the condition F' if the minimal 7 such that inf(7) N F; # 0 is even. A run (T,,r) is
accepting if all paths 7 in 7T, are accepting. The graph G is accepted by A if there is an accepting
run on it. We denote by £(A) the set of all graphs that A accepts.

We use graph automata as our branching-time specification language. We say that a labeled
transition graph G satisfies a graph automaton A, denoted G |= A, if A accepts G. Graph automata
are as expressive as p-calculus [JW95, Wil99]. In particular, we have the following.

Theorem 5.4.2 Given a p-calculus formula 1, of length n and alternation depth k, we can con-
struct a graph parity automaton Ay such that L(Ay) is exactly the set of graphs satisfying 1. The
automaton Ay has n states and index k.

Stack Automata A stack alternating automaton on Y-trees (ST-APT) is M = (£,V,Q,d,q0, T,
1,a) where X, @, qo, and « are as in graph automata, V is the stack alphabet, and T and L are
the store-top and store-bottom symbols (that cannot be removed from nor added to the stack).
The transition function is § : @ x ¥ x V — BT(Q x ACT x T) where ACT is the set of possible
actions as defined for mMs systems. We also use the set of stack configurations STORES, the
function H and the function B as defined for mMs systems.

A run of M on a ¥-labeled Y-tree (Y*,7) is a T* x Q x STORES-labeled I'-tree (T, r) where
T is some set of directions and (7', r) satisfies the following.

e ¢ €T and r(e) = (e,q0, TTL).

e Consider z € T with r(z) = (y,q,2) and 6(q,7(y), H(z)) = 6. Then there exists (a possibly
empty) set {(q1,act1,A1),...,(qq,actq, Ag)} = 0 and z has d successors z1,. .. x4 such that

r(z;) = (Ajy, g4, B(z, act;)).

A run is accepting if every infinite path in (7', 7) satisfies the parity acceptance condition. We are
interested in in nondeterministic stack automata over infinite words (|Y| = 1) and alternating
stack automata with 1-letter input alphabet.

An automaton is nondeterministic if in every transition exactly one copy of the automaton is sent
in every direction in Y. Formally, an automaton is nondeterministic if for every state ¢ € @, letter
o € %, and letter A € V there exists some set I such that 6(q,0,4) = V;cr Aper (Siv;actiy, v).
Equivalently, we can describe the transition function of a nondeterministic automaton as § : @ x
N x V o 2(@xACT)M) e tuple ((q1,act1),...,(q;acty|)) € 6(q,0,A) is equivalent to the
disjunct (q1,act1,v1) A ... A (g, actiy|,vy|). When T is a singleton it is enough to consider the
Biichi acceptance condition (as defined for NBW). We denote stack nondeterministic automata over
infinite words by ST-NBW.

For an alternating stack automaton with 1-letter input alphabet, the location on the input tree
and the structure of the input tree are not important. Hence, we can consider automata reading
infinite words and we can write § : @ x V — B*(Q x ACT). Accordingly, runs of such automata
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( \/ ((0g,s"),act) v \/ {(g,8"),acty Ifc=9¢

(s,A,act,s'y €T (s,A,act,s'y €T
and ' € m and ' € M
((c,q,s), A) = < ) )
A (@ashana A (@shaet) THe=0
(s,A,act,s'y €T (s,A,act,s'y €T
and ' € m and ' € M

Figure 5.2: Transition of micro state

are Q X STORES-labeled trees. We denote alternating stack parity automata with 1-letter input
alphabet as ST-APW;.

Harel and Raz show that the emptiness problem of nondeterministic Biichi stack automata on
infinite trees is decidable in quintuply exponential time [HR94].  As we show in Section 5.5 their
methods can be extended to ST-APW;. We show that combining [HR94] and [KPV02a, KPV02b]
gives an exponential algorithm for the emptiness of a ST-NBW and a double exponential algorithm
for the emptiness of ST-APW/.

Theorem 5.4.3 e The emptiness of an ST-NBW N can be determined in time exponential in
the size of N.

o The emptiness of an ST-APW; N can be determined in time double exponential in the size
of N.

5.4.2 Branching-Time Model Checking

We use the automata-theoretic approach to branching time model checking [KVWO00]. Given an
mMs system R and a graph automaton A, we construct an ST-APW; N such that L(N) # ( iff
Gr = A.

The idea behind the construction is that the stack automaton N holds the control structure of
A and the control structure of R within its finite control. When the control of R is in a micro state,
our stack automaton mimics the behavior of R without changing the control state of .A. When the
control of R is in a macro state, our stack automaton mimics a transition of 4 reading the new
macro state. Formally we have the following.

Let A= (3,Q,7,q,a) be a graph automaton, R = (X,V,S, L, T, sg, T, L) be an mMs system
where S =mU M, and D = {¢, §,0}. We construct the ST-APW; N = ({a},V,Q",d,¢,, T, L, o)
where Q' = (D x @ x S), the initial state ¢f, = (&, qo, so) and if & = {F}, ..., F},} (wlog k is odd) then
o ={DxF xM,...,DxFpx M,{0} x Q xm, {0} x Q@ xm}. We shorten notations by writing
(0g, s) instead of (0, q,s) and similarly (Og, s) and (g, s). The transition function § is defined for
every state (¢,q,s) € D X @ x S and letter A € V as follows.

e For ¢ € {0,}, the transition function is in Figure 5.2.

e For ¢ = ¢, then s € M is a macro state and we obtain §((c, g, s), A) from 7(q, L(s, A)) by
replacing every atom ¢q’ in 1(q, L(s, A)) by ((0¢, s), sp), every atom O¢' by ((O¢, s), sp),
and every atom ¢’ by ((¢, s), sp).
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{{(q,$"),act) | (s, A,act,s') € T} SEmM

!oof (s, A,act,s') €T
{<(q 99 | and o € (g, Lis, 4)) | *€M

5((g,5),A) =

Figure 5.3: Transition of ST-NBW

Note that by including {0} x @ x m as the maximal even set in ¢/ and {Q} X @ X m as the maximal
odd set in o/ we ensure that when quantifying universally over successors, our ST-APW; does not
care about infinite sequences of micro states and when quantifying existentially over successors,
our ST-APW; does not allow to follow an infinite sequence of micro states. In Appendix 5.A we
prove that L(N) # () iff Gg = A by translating a run tree of N on the word a* to a run tree of A
on G and vice versa.

Claim 5.4.4 L(N) # 0 iff Gg E A.

In Section 5.5 we show that the emptiness problem of an ST-APW; can be decided in double
exponential time. Formally, we have the following.

Theorem 5.4.5 The model checking problem of an mMs system and a graph automaton can be
solved in time double exponential in both the size of the system and the size of the automaton.

Combining Theorem 5.4.5 with Theorem 5.4.2 we get the following.

Corollary 5.4.6 The model checking problem of a mu-calculus formula 1 and a micro-macro stack

. . . fe) RrN2
system R can be determined in time 22 ((RIRDT

5.4.3 Linear-Time Model Checking

The p-calculus is sufficiently strong to express all properties expressible in the linear temporal logic
LTL (and in fact, all properties expressible by an w-regular language) [Dam94]. In [KPV02a] we
show that solving the emptiness of PD-NBW is simpler than solving the emptiness of a PD-ABT.
In the next section we show that this is the case also for stack automata. Hence, we include a
direct reduction from linear-time model checking to emptiness of ST-NBW.

We use the automata-theoretic approach to linear time model checking [VW86]. Given an mMs
system R and an NBW N we wish to verify that 7g, N £L(N) = 0. We construct a ST-NBW A
such that £L(A) # 0 iff Gg = A (ie. Tg, NL(N) # 0).

The idea behind the construction is that the stack automaton A holds the control structure of
N and the control structure of R within its finite control. When the control of R is in a micro
state, our automaton mimics the behavior of R without changing the control state of N. When the
control of R is in a macro state, our automaton mimics a transition of N reading the label of this
macro state. Formally we have the following.

Let N = (%,Q,q0,n, F) be an NBW and R= (%,V,S,L,T,so, T, L) be an mMs system where
S = mUM. We construct the ST-NBW A = ({a},V,Q x S, 9, (qo, S0), T, L, F x M). The transition
function ¢ is defined for every state (g,s) € @ x S and letter A € V in Figure 5.3. Notice that a
run can be accepting only if it visits infinitely often states in ¥ x M. Thus, a run of A corresponds
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to a run of N on an infinite path in Gg. We show now that £L(A) # 0 iff Gg = N by translating a
run of A on the infinite word a“ to a run of N on a trace in 7g, and vice versa.

Claim 5.4.7 L(A) # 0 iff G i N.

Proof: Suppose that £(A) # 0. Let r = ((qo,0), TTL), {(q1,51),21), {(g2,52),22),... be an
accepting run of A on a”. Let ((qo,s0), TTL), ((giy,Siy), %ir)» (¢, Siy)s Ziy), - - - De the subsequence
of all states in r such that s; € M is a macro state. It is easy to see that the sequence m =
(80, TTL), (8iy» 2iy )5 (Siys Ziy)s - - - is an infinite path in Gg and that the sequence qq, gi, , ¢i,, - - - is an
accepting run of N on the trace L(so, H(T1L)) - L(si,, H(%i,)),--- € Tay- Hence, Gr = N.

In the other direction suppose that G = N. Then there exists a path 7 = (sg, TTL), (s1,21),- - -
such that r = qg, q1, . . . is an accepting run of N on L(7). As 7 is a path in G for every i > 0 there
exists a sequence of micro states (s1,21),..., (s}, 2,,) such that s} = s;, 2] = 2z; and s}, = s;41 and

ng?
2z, = #i+1. We append the micro states between the micro states and construct the following run
segments. For i > 0 let r; = ((gi+1,55),25); ((¢i+1,83)523), - - -5 ((Gi+1, 87,,)5 25, )- As we start from

(sb,2%) we know that 7 = ((qo, s0), TTL) - 7o -71--- is a valid accepting run of A on a®. L

As our ST-NBW has 1-letter input alphabet, its emptiness is a special case of the emptiness of
an ST-ABW;. In Section 5.5 we show that the emptiness of ST-NBW can be solved in exponential
time. Formally, we have the following.

Theorem 5.4.8 The model checking of a mMs system and a nondeterministic Buchi automaton
can be solved in time exponential in the size of the system and the automaton.

Combining Theorem 5.4.8 with Theorem 5.4.1 we get the following.

Corollary 5.4.9 Given an LTL formula ¢ and a micro-macro stack system R the model checking
problem is solvable in time 9|RJ?200e).

5.5 Emptiness for Stack Automata

The emptiness problem of an automaton is to determine whether it accepts some input. In this
section we solve the emptiness problem for ST-NBW and ST-APW/ by a reduction to the emptiness
of PD-NPW and PD-APW;, respectively. Our reductions enhance the reduction of ST-NPT to
PD-NPT given in [HR94]. An algorithm for checking the emptiness of PD-NBW and PD-APW; is
given in [KPV(2a, KPV02b].

Given a stack automaton we construct a pushdown automaton that records extra information
on the pushdown store. This information is the summary of the stack automaton’s actions when it
reads the stack’s contents. We want to know which parity sets are visited by the stack automaton
and in what state does it ‘get out’ from the stack. In the case of ST-NBW, as the automaton is
nondeterministic it may have many options for ‘getting out’. Hence, for every state we record the
possible states with which the stack automaton can surface after reading the contents of the stack.
In the case of ST-APW 1, as the automaton is alternating, when reading the stack’s contents it may
spawn new copies of the automaton. Hence, for every state we record the possible sets of states
with which the stack automaton can surface after reading the contents of the stack. We note that
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the top-of-store symbol is a buffer between the possibility to change the contents of the stack and
the meaningful information in the stack. Our pushdown automaton uses basically the same states
as the stack automaton. However, it duplicates the set of states. One copy mimics the behavior of
the stack automaton when reading the top-of-store symbol. The other copy mimics the behavior of
the stack automaton when standing just before the top of the store and reading the last meaningful
letter on the stack. We start with the simpler problem of solving the emptiness of ST-NBW and
then extend it to the emptiness of ST-APW;.

Notice that we can solve the emptiness of ST-NBW also in the case of alphabet that has more
than one letter. For alternating pushdown automata (and hence also alternating stack automata)
with alphabet with more than one letter emptiness is undecidable.

5.5.1 Emptiness for ST-NBW

We reduce the emptiness of an ST-NBW to the emptiness of PD-NBW. Consider an ST-NBW
S=(2,V,Q,6,q, T, L,a) where a CQ and § : Q x & x V — 29*4CT Tt is easy to see that the
emptiness problem of an ST-NBW can be reduced to that of an ST-NBW with one letter input
alphabet. We assume that |X| = 1 and ignore this component. We construct a PD-NBW P such
that L(P) = 0 iff L(S) = (. The pushdown alphabet of P is V x I where I' = 2@*{0:1}x(QU{acc})
Thus, every letter in I" is a {0,1} labeled graph G on the set of vertices Q). For a state ¢ € @ the
set of nodes that are neighbors of ¢ in G are the nodes reachable from ¢ after a finite detour in the
store. An infinite detour into the store is either accepting, in which case we add acc to the options
of q or rejecting in which case we ignore it. Whenever state s chooses to enter the store in state ¢
we choose one of the neighbors of ¢ in G and move to it. Visits to the acceptance set are monitored
using the label on the edges. Label 0 indicates that the path does not visit o and label 1 indicates
that the path does visit a. More formally, we have the following.

Let P=(X,V xT,Q",¢,qp, (L,0),a') where the set of states is Q" = ({in,on} x @ x {0,1}) U
{acc}, the initial state is g, = (in, o, 0), and the set of accepting states is o/ = ({in,on}xQx{1})U
{acc}. The states marked by in serve as states that stand just before the top of the stack, the states
marked by on serve as states that read the top-of-store symbol. In order to define the transition
function ¢’ we define a function f : V x T' x V — T that tells us how to extend the pushdown
store. In case that on top of the pushdown store stands the pair (v,7y) and we want to emulate
the extension of the stack with v’ then we add to the pushdown store the pair (v, f(v,v,v")).
Let f(v,7,v") =" C @ x {0,1} x (Q U {acc}) such that (¢,4,t') € v if there exists a sequence
r" = (j1, 1), (j2,82), - - - such that all the following hold.

e (s1,md) € 6(t,v") and j; = 1 iff 51 € a.

e For every 1 < m < || either (a) (spm41,5P) € 0(Sm,v) and jpmi1 = 1 iff s41 € a or (b)
(Sm,j,sm—f—l) €y and jm+1 = ]

e If v/ is finite then either (#',mu) € §(s)|,v) or s,y = acc and ' = acc.
e If v/ is infinite then there are infinitely many m such that 5, = 1 and ¢ = acc.
e If there is some m such that j,, = 1 then 7 = 1. Otherwise 7 = 0.

The transition function &' : Q' x V x I — 29" x{sppop,push(z) : 2€VXT} ig efined as follows. For every
v € V and vy € T we have ¢ (acc, (v,7)) = {(acc, sp)}. For ¢ = (on,q,i) € Q', v €V and v € T we
have
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o If (¢, sp) € 6(q, T) then ((on,q’,'), sp) € §'((on,q,1),(v,7)) and i’ =1 iff ¢’ € c.
o If (¢, pop) € 6(q, T) then ((on,q',i"),pop) € §'((on,q,i), (v,7)) and &' =1 iff ¢’ € o

o If (¢, push(v')) € 6(q, T) then ((on,q',7'), push(v', f(v,7,v"))) € 0'((on,q,1), (v,7)) and i’ = 1
iff ¢ € a.

e If (¢',md) € 6(q, T) then ((in,q’,i'),sp) € é((on,q,i),(v,7)) and &' =1 iff ¢’ € au.
For (in,q,7) € Q', v € V, and v € T we have
e If (¢, sp) € §(q,v) then ((in,q,i"), sp) € §'((in,q,1i),(v,7)) and ' =1 iff ¢ € a.
o If (¢',mu) € §(q,v) then ((on,q',7'), sp) € §'((in,q,i), (v,7)) and i’ =1 iff ¢’ € a.
e If (q,i',q") € v then
— if ¢ = acc then (acc, sp) € §'((in, q,1), (v,7)).
— if ¢’ # acc then ((in,¢,i'), sp) € &'((in, q,1), (v,7))-

Prior to showing that S is empty iff P is empty we show that whenever the contents of the
pushdown store is w € (V x I')* with the letter (v,~y) on top of the pushdown store (the first letter
of w) and (q,%,q') € v then we can find a partial run that connects the configuration (g, w’) to
configuration (¢/,w') where w' is the projection of w on its component in V' (with T1 concatenated
on top). Formally, we have the following.

We extend the function f to a function f : STORES — (V x I')*. For every w = wy, ..., Wy €
STORES we set f(w) as follows.

e If m =3 then f(TtL)=f(1TL)=(L,0).
e Ifm > 3 where w; = Tthenf(w) = (wla’h)a B (wi71a7i71)7 (wi+177’i+1)’ B (wmavm) where

Ym =0, Yi-1 = f(wjt1,7j+1,wj 1), and for every j # i we have v; 1 = f(wj,v;,w; 1) Note
that the top-of-store symbol T and the head indicator 1 are removed.

For every w € STORES where w = w'tw"” we say that the head location in w is |w'|, denoted
I(w). A sequence (qo,wp), (g1, w1),-.. is a partial run of S if for every i we have (g;i1,act) €
0(gi, H(w;)) and w;+1 = B(w;, act). We say that pair (z,q") € {0,1} x (Q U{acc}) is reachable from
configuration (¢, w) if there exists a partial run r = (g, wo), (g1, w1), ... such that (go, wo) = (g, w)
and all the following holds.

e For all m we have f(wy,) = f(w) (this means that w and w,, are the same but the location

of 1).
e If the run is finite then ¢, = q', and i = 1 iff there exists some m such that ¢, € a.

e If the run is infinite then it visits « infinitely often, and ¢’ = acc.
We say that (i,q') is [-reachable from (g, w) if in addition all the following hold.

e [(wy) =1
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e For every 1 < m < |r| we have [(w;) > [.

e If the run is finite then I(w, ) = I.

Claim 5.5.1 For every configuration (q,w) and pair (i,q") € {0,1} x (QU{acc}) such that f(w) =
(wb ’Yl)a LR (wma ')’m) we have (’L, ql) is l(w)_TGGChable fmm (q7 w) Zﬁ (qa Iia q’) € 'Vl('w)'

Proof: We prove the claim by induction on m — I(w). If m = I(w) then it must be the case that
(¢',sp) € 6(q, H(w)). Suppose that m > [(w). Let r = (qo, wo), (g1, w1), - - . denote the partial run.
Let 7 = (gjy, Wjo), (¢j1, W), ), - - - denote the subsequence of locations where [(w;,) = I(w) + 1. For
every k either jyy1 = jx + 1 and (gj,.,,sp) € 6(gj,,H(wj,)) or jxr1 > jr + 1 and by induction
(@ji> 15 Qjpy) € Vi(w;, )" We conclude that (q,i,q') € v(w)-

In the other direction we prove the claim by induction on m — I(w). If m = [(w) then we know
that 7, = 0 and the claim follows. If m > [(w) then we concatenate the partial runs promised by
induction on /(w) + 1 to create a partial run connecting (¢, w) and (,q’). L

We are now ready to prove the following claim.
Claim 5.5.2 L(S) =0 if L(P) = 0.

Proof: Suppose that £(S) # . Then there exists an accepting run r = (go, wg), (g1, w1),--. on
the word a“. We show that the subsequence of configurations where S stands on top of the store
or just below the top of the store is an accepting run of P on a“. If the subsequence is finite then
the run of P ends in an infinite chain of acc. More formally, we have the following.

Given a run r = (g, wo), (g1, w1), --. let ¥ = (giy, wi,), (gi,, wi, ), . . . denote the subsequence of
configurations where S stands on top of the stack or one location before the end of the stack (i.e.
wi; = TTwl or w;; = Ttw L for some w € V*). We translate this subsequence into a run of P. Set
li; =in if w;; = Ttwl for some w € V* and [;; = on otherwise. Set a;, = 0. Set a;; = 1 if there
exists k£ such that i;_; < k <4, and g € a. Otherwise, set o = 0. We claim that the sequence
"= ((Lig> Qig» o), f (Wig)), ((Liy s @iy, 6y ), f(wiy)), - .. is a valid and accepting run of P on a*.

We first show that the transition (((li;,qi;, ai; ), f(wi;))s ((Lij 45 @ijyns @ijpr), Fwis,y))) is a legal
transition of P. Clearly, if 7;,1 = 4; + 1 then it is a legal transition. Suppose that ;1 >4; +1. It
follows from Claim 5.5.1 that it is a legal transition. We show that the run is accepting. If the run
ends in an infinite sequence of acc then it is clearly accepting. Otherwise, o;; is set to 1 iff some
state in g;;41,-..,¢i;,, is accepting. As r is accepting so is .

In the other direction we extend the partial run of P to a full run of S using the promised
partial runs from Claim 5.5.1. ]

Theorem 5.5.3 [EHRS00, KPV02a| The emptiness problem of a PD-NBW can be determined in
time O(|Q - [3] - [V]).

Theorem 5.5.4 The emptiness problem of a ST-NBW can be determined in time |Q|? - |6] - |V -
20(1Q1%) .
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5.5.2 Emptiness for ST-APW;

We advance now to the general case of ST-APW;. First let us denote by top-configurations config-
urations in which the head indicator 71 is either to the left or to the right of the top-of-store symbol
T (i.e. configurations (¢, w) where w = Ttw'L or w = $Tw'L for some w' € V*). Otherwise the
configuration is denoted a middle-configuration. A nondeterministic word automaton has a single
copy reading the input word at all times. Hence, when a nondeterministic automaton ‘ventures’
into the stack it comes out in a single copy (if at all). When a copy of the alternating automaton
reads the last meaningful letter in the store, the run continues to form a finite tree whose internal
nodes are all middle-configurations and whose leaves are top-configurations. On the pushdown
store, we record for each state the possible sets of leaves of such trees (corresponding to sp and mu
actions). The trees may be infinite if some path stays indefinitely inside the store. However we
care only about the possible sets of leaves.

Consider an ST-APW; S = ({a},V,Q,d,q0, T, L, a) where @ = (F1,...,Fy) and 0 : @ x {a} x
V — BT(Q x ACT). For a state ¢ € Q let r(q) denote the index i such that ¢ € F;. We
construct a PD-APW; P such that £(P) = 0 iff £(S) = 0. The pushdown alphabet of P is V x T
where T' = 2@x2{Hx@xtermul) Thus, every letter in I' associates with every state in @) subsets of
[k] x @ X {sp,mu}. For a state ¢ € Q and y € T, the sets U such that (¢,U) € «y are the possible
transitions of state q. Again the automaton can enter the stack and stay there indefinitely. We
just make sure that the set of states U participates in some run such that the paths that stay
indefinitely in the stack are accepting. The minimal parity set visited is monitored via the labels
attached to the states in (). Label r indicates that the least rank visited along the detour is 7.
More formally, we have the following.

For a set U C @Q X {sp,mu} let r(U) denote the set {(r(s),s,A) | (s,A) € U}. Let b C
Q x 2lk1x@x{spmu} denote the set {(¢q,7(U)) | U = (¢, L)} of assignments that satisfy the tran-
sition of states in @) reading the bottom-of-store symbol L. The symbol b is added to the store-
bottom-symbol L as the store-bottom-symbol of the pushdown automaton. Let P = ({a},V X
I,Q' 0, qy, (L,b),a’) where the set of states is Q' = {in,on} x Q x [k], the initial state is ¢f =
(in,q0,7(q0)), and the parity acceptance condition is ' = ({in,on}xQx{1},...,{in,on}xQx{k}).
The in and on states are just as in nondeterministic automata. The definition of the transition
function and the extension of the pushdown store is quite technical. Details follow.

In order to define the transition function §’ we define a function f: V X I' x V' — T that tells
us how to extend the pushdown store. In case that on top of the pushdown store stands the pair
(v,7) and we want to emulate the extension of the stack with v’ then we add to the pushdown store
the pair (v', f(v,7,v")). For every state s € Q, in order to test whether to add the pair (s,U) to '
where U C [k] X @ x {sp, mu} we construct an APW that moves between the letters v and v'. The
transition of states in U that read v’ is set to true and states not in U that read v’ are set to false.
The pair (s,U) is added if the APW has an accepting run*. Formally, for every state ¢ € Q and
every subset U C [k] x @ x {sp,mu} we define the APW AZ,Z,U' = ({a},Q", p,t, ") where the set
of states is Q" = {t} U ({v} x Q@ x [k]) U ({v'} x Q x [k] x {sp, mu}), the parity acceptance condition
is o = ({v} x Q x {1},...,{v} x Q x {k}), and the transition function p is as follows®.

e p(t,a) is obtained from §(¢,v') by replacing (s, mu) by (v, s,7(s), mu), replacing (s, sp) by

“This construction resembles the transformation of APW with e-moves to APW without e-moves in [Wil99].
®Note that the parity acceptance condition does not include states in tU ({v'} x Q x [k] x {sp, mu}). These states
cannot occur more than once on a path and adding / removing them from o’ does not matter.
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(v, s,7(s), sp), and replacing (s, md) by (v, s,r(s)).

/ [ true if(r,s,A)eU
[ ] p(IU ,S8, T, A) - { false if (T, S, A) ¢ U

e p(v,s,7) = \/ /\ c(r'ys', A) where ¢, : [k] x Q x {sp,mu} — Q" is
(s, U e (r',s' ,A)eU’

Cr (Tla Sla A) = {

(v',min(r,r"),s',sp) if A =mu
(v,min(r,7"),s") if A=sp

Finally, f(v,v,v") = %' such that for every state s € @ and set U C [k] x Q X {sp, mu} we have

(s,U) € o iff Af}’g »» has some accepting run .

The transition function §' : Q' x V x T' — B1(Q' x {sp, pop,push(z) : z €V x T'}) is defined
as follows. For every v € V, and v € I' we have

e §'((on,q,4),(v,7)) is obtained from d(g,v) by replacing (s, sp) by ((on,s,r(s)), sp), replac-

ing (s, push(v')) by ((on, s,7(s)), push(v’, f (v,7,v"))), replacing (s, pop) by ((on, s, 7(s)), pop),
and replacing (s,md) by ((in, s,r(s)), sp).

e 0'((in,q,1), (v,7)) = \/ /\ c(r, s, A) where c: [k] X Q X {sp, mu} — @' is as follows.
(g,U)€y (r,s,A)€U
[ (in,s,7) A=sp
clr 5, A) = { (on,s,7) A =mu

Prior to showing that S is empty iff P is empty we show that whenever the contents of the
pushdown store is w € (V x I')* with the letter (v,v) on top of the pushdown store (the first letter
of w) and (g,U) € v then we can find a run tree whose root is labeled by (g,w') and all its leaves
are labeled by configurations (s, B(w', act)) for (r,s,act) € U where w' is the projection of w on
its component in V' (with 11 concatenated on top) and all infinite paths in the tree are accepting
according to a. Formally, we have the following.

We extend the function f to a function f : STORES — (V x I')* just like we did for ST-NBW.
and we use the head location as defined for ST-NBW. A @ x STORES-labeled tree (T,r) is a
partial run of S if for every node z € T with r(z) = (¢,w) and d6(g, H(w)) = 0 there exists a
(possibly empty) set {(q1,act1),..., (g4, acty)} = 0 and = has d successors z1,...,z4 such that
r(z;) = (g5, B(w,act;)). We say that a set U C [k] x Q x {sp, mu} is [-reachable from configuration
(g, w) if there exists a partial run (7, r) such that all the following hold.

e The root of T is labeled by 7(€) = (g, w).

e For every node z € T such that r(z) = (s,w’) then f(w) = f(w') (this means that w and w'
are the same but for the location of the head indicator 1).

e For every node z € T such that r(z) = (s,w’) one of the following holds.

— zisaleaf or z = € and l(w') = [(w) or l(w') = l(w) — 1.

5Notice that once a pair (s,U) is added to 4 then for every superset U’ such that U C U’ we have (s,U’) € 7.
In practice, it is sufficient to add (s, U), however this would complicate the proof beyond necessary.
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— 1z is internal and z # € and I(w') > l(w).

e For every leaf z € T such that r(z) = (s,w’) and the minimal rank on the path from the root
to this leaf is 7 we have (s,r,act) € U and w' = B(w, act).

e Every infinite path in T is accepting according to «.

Claim 5.5.5 For every configuration (q,w) and set U C [k] x Q x {sp,mu} we have U is l(w)-
reachable from (q,w) iff (¢,U) € Yiw)-

Proof: Consider a configuration (¢, w) and a set U C [k] X Q x {sp,mu}. Assume that U is
[(w)-reachable from (g, w). There exists a partial run (7', r) such that all the leaves of T' are labeled
by states in U. We show by induction on m — I(w) that (q,U) € 7). If m = I(w) then the
transition of (¢, w) has to be supplied by states labeled by sp and mu. In this case, for the set U
of ¢’s successors we have (q,U) € 7, = b. Suppose m > l(w). We define an equivalence relation
on the nodes of T'. Each equivalence class corresponds to the partial run that shows that some set
U’ is I(w) + l-reachable from some configuration (¢',w’). Then we use the induction assumption
to show that (¢',U’) € ()41 and prove that (q,U) € (). Formally, we have the following.

Let f(w) = (w1,71),- - -, (Wm,Ym)- We abuse notation and for a node z such that r(z) = (¢/, w')
we write [(z) for [(w'). Recall that every node z such that [(z) < I(w) is either the root of T or a
leaf. For every node x we add an annotation to z another node in 7. If [(z) < [(w)+ 1 we annotate
z by itself. If I(z) > I(w) + 1 then we annotate = by the least node z’ such that I(z') = l(w) + 1
and there exists no ' < z” < z such that I(z"”) < I(w) + 1. We say that two nodes = and z’ are
equivalent if the annotation of z and z' is equal.

For a node z such that I[(z) = I(w) + 1 consider the tree T, consisting of all the nodes in
the equivalence class of £ and their immediate descendants. That is, T, includes internal nodes
with head location greater than [(w) + 1 and leaves with head location at most I(w) + 1. Let
r(z) = (¢',w') and let U C [k] X @Q x {sp,mu} be a set such that for every leaf y € T, such that
r(y) = (¢",w"), r is the minimal rank on the path from the root to y, and w"” = B(w', act) then
(¢",r,act) € U. If y is a leaf in T, then I(y) = l(w) + 1 or I(y) = l(w). If follows that T} is a
partial run connecting (¢',w’) to U manifesting the fact that U is I(w')-reachable from (¢',w’). As
l(w") = I(w) + 1 we conclude that (¢',U) € Yi(w)+1-

From above it is obvious that with every node z such that I(z) = I[(w) + 1 we can associate
a set Uy C [k] x Q X {sp,mu} that ‘labels’ all the leaves of T;,. For every triplet (r,s,act) in U,
we choose one leaf y; ., in Ty that is ‘labeled’ by this triplet. Let T' be the minimal tree such
that € € 7" and for every node z € T' and every triplet (r,s,act) € Uy the leaf y7 .., € T'. Let
U C [k] x Q x {sp, mu} denote the set of labels of leaves in 7" with the minimal ranks from the root

to them. We claim that (T”,7') where 7' is the restriction of 7 to 7" is a run of Ag}lt(]w)77l(w)7wl(w)+l'
U

From the explanation above it is clear that it is a valid run of AZ}l(w)m(w),wl(w) +1- We show that
it is accepting. Every infinite path in 7" visits infinitely many nodes x such that I(z) = I(w) + 1.
However, an infinite path in 7" corresponds to an infinite path in 7. As the path in T is accepting
we conclude that the path in T” is also accepting.

In the other direction, assume that (¢,U) € ). We prove by induction on m — [(w) that
U is l(w)-reachable from (q,w). For m = [(w), we know that -, = b and every pair (t,U) € b
corresponds to a partial run that shows m-reachability of U from (g, w). Suppose m > I(w). We
use the induction assumption to replace every transition of Aqqu’l(w) 1wy +1oWi(w) DY the partial run
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that is promised from the membership of (¢, U) in (y)41- This is clearly a legal partial run that
connects (g, w) to U. We have to show that the run is accepting. An infinite path that remains
from some point onwards inside some partial run is definitely accepting. An infinite path that is
the result of the concatenation of infinitely many partial runs is also accepting because every node
is marked by the minimal rank between the root and the leaf. L]

We are now ready to prove the following claim.
Claim 5.5.6 L£(S) =0 iff L(P) = 0.

Proof: From the previous claim it is clear that we can convert a run of S on a*“ to a legal run of
P. Showing that this run is also accepting is not different from the arguments used in Claim 5.5.5.

The other direction is also similar. By popping the partial runs promised by Claim 5.5.5 we
convert a run of P to a valid and accepting run of S. ]

Theorem 5.5.7 [KPV02b] The emptiness problem of a PD-APW; P = ({a},V,Q,d,q0, T, L, )

with n states and indez k can be determined in time (|V|nk)O(F)?),

Theorem 5.5.8 The emptiness problem of a ST-APW; with n states and indezx k can be deter-

. . . 2.90(n%k
mined in time 2(08)*2°C°F

5.6 Conclusions and Future Work

We propose a class of graphs called micro-macro stack graphs that strictly contains the class of
prefix-recognizable graphs. We give direct automata-theoretic algorithms for model checking u-
calculus over micro-macro stack graphs. Our model checking algorithms is double exponential.

Since their introduction in [Cau96|, prefix-recognizable graphs have been thoroughly studied.
As a few examples we mention, games on prefix-recognizable graphs [Cac02], characterization of
languages accepted by prefix-recognizable graphs [Sti00], and prefix-recognizable structures [Blu01].
There are many equivalent ways to represent prefix-recognizable graphs, using rewrite rules, as the
outcome of regular restriction and inverse regular substitution on the infinite binary tree [Cau96],
as monadic second order logic interpretations in the infinite binary tree [BluO1], and as graph
equations [Cau96, Bar97]. All these issues need to be studied for mMs graphs.

As mentioned, the class of micro-macro stack graphs is contained in the class of high order
pushdown graphs. As the monadic second-order theory of the latter is decidable [KNUO3], it
follows that the monadic second-order theory of micro-macro stack graphs is decidable.
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5.A Proof of Claim 5.4.4

Proof: Suppose that N accepts the infinite word a“. Then there exists an accepting run tree
(Ty,r) of N on a“. Recall that (T}, r) is a Q' x STORES labeled tree. We prune the sequences of
states of N whose labeling is in (D x @ x m) x STORES, that is, states for which the component
representing the state of R is in a micro state. We know that no such infinite sequence labeled by
{ states exists (otherwise the run is not accepting). We construct an accepting run tree (77, 7') of
A on R as follows. To simplify the reading we denote nodes of the tree T, by letters x and y, nodes
of the tree T! by overline letters T and 7. The labeling 7(z) of a node in 7; is bounded by angles
((0g, s), z) and the labeling r'(Z) of a node in 7 is bounded by square brackets [(s, z), g]. To every
node T of T we also attach an annotation, a node z € T;. We annotate the nodes so that if a node
Z € T is labeled by 7'(Z) = [(s, 2), ¢] then the annotation z of T is labeled by r(z) = ((g, s), 2).
Recall that A reads only states of Gg, hence, s is a macro state.

We start from the root ¢ € T and label it by [(sg, T T L),q]. We annotate the root by
e €T,. Asr(e) = ((go,50), T T L) this conforms to our demands. Given a node T € T} labeled by
r'(T) = [(s,2),q] and annotated by z such that r(z) = ((g,s), z) we continue the tree T, below T
as follows. Let 6 = 6((q, s), H(z)). Then there exists a set Y C (D x Q x S) x STORES such that
Y =0 and Y is the set used to continue the run tree (T}, r) below the node z. The set Y’ is obtained
from Y by replacing an atom ((c,q’, s), sp) by the atom (c, ¢'). Clearly, Y’ |= n(q, L(s, H(z))). Every
atom (g’ € Y' corresponds to an atom ((¢0q, s), sp) € Y. In order to fulfill the atom ((O¢’, s), sp)
the automaton N followed a sequence of micro states of R until reaching one macro state. We find
this macro state and add it as a label of some successor of T € T.. Every atom O¢’ € Y’ corresponds
to an atom (((¢', s),sp) € Y. In order to fulfill the atom ((C¢’, s), sp) the automaton N followed
every possible sequence of micro states. When such a sequence of micro states reaches a macro
state we add it as a label of some successor of T € T. Finally, every atom ¢’ € Y’ corresponds to
an atom ((q',s),sp) € Y. In order to fulfill the atom ((¢’, s), sp) the automaton N continued to a
copy of the automaton in state (¢’,s) with the same store. We add one successor to T and label it
accordingly. More formally we have the following.

For every atom ((Qg, s),sp) € Y there exists a successor z’ of z such that r(z') = ((0g, s), 2).
According to the transition of {-states (states in {Q} x @ x S), we know that every node y labeled
by ((Op,t),w) has a successor labeled either by ((Op,t'), w’) where t' € m or by {(p,t"), w") where
t" € M. As there cannot exist infinite sequences of nodes labeled by {-states in the run of N we
conclude that there must exists a descendant z” of z’ labeled by some state ((q,t),w) such that
t € M. Let 2" be the minimal such descendant. We add one successor T’ to Z, label it by [(¢,w), ¢]
and annotate it by z’. Clearly, the state (¢, w) of Gg is a successor of the state (s, z) as the path
in T, from z to z” corresponds to a sequence of micro states leading from (s, z) to (¢, w).

For every atom (((q’,s),sp) € Y there exists a successor z’ of z such that r(z') = ((O¢', s), 2).
According to the transition of [-states (states in {0} x @ x S), all successors of a node y labeled
by ((Op,t), w) are labeled either by ((Op,t'),w’) where t' € m or by ((p,t"), w") where ¢ € M.
Hence, every path in the subtree under z’ either is an infinite path labeled by {C¢'} x S x STORES
or has a minimal node labeled by {¢'} x S x STORES. Let Z denote the set of nodes =" > z’
such that r(z") € {¢'} x S x STORES and there does not exist a node z"” > y > z’ such that
r(y) € {¢'} x S x STORES. For each node v/ € Z such that r(y') = ((¢,t),w) we add a successor
7 to z, label it by [(¢,w),¢'] and annotate it by y'. Clearly, the state (¢,w) of Gg is a successor
of the state (s, z) as the path in T, from z to y' corresponds to a sequence of micro states leading
from (s, 2) to (t,w). Furthermore, for every successor (#',w') of (s, z) in G there exists a sequence
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of micro states that is followed by N under the node z’ € T,. Hence, there is some node in Z whose

label is ((¢/,t'),w’) and a successor of T € T, whose label is (', w').

For every atom ((¢', s), sp) € Y there exists a successor ' of z such that r(z') = ((¢, s), z), we

add a successor T’ of T such that 7'(z') = [(s, 2),q] and annotate Z’' by z'. Clearly, [(s, z), g fulfills
the atom ¢’ € Y.

We created a valid run tree of A on Gg. We have to show that it is accepting. Assume
by contradiction that there exists an infinite rejecting path 7 in (T),7'). Every node in 7 is
annotated by some node in 7,. Thus, 7 induces an path #' C T} to which all the annotations
of 7 belong. It is easy to see the path ' cannot end in an infinite sequence of nodes labeled by
({0, 0}xQxm)x STORES. Furthermore, the only nodes in 7’ labeled by ({e} xQxM)x STORES
are the nodes annotating nodes in 7. As the acceptance condition o/ of N was obtained from the
acceptance condition « of A we conclude that 7’ must be rejecting as well.

In the other direction suppose that A accepts Gr. Then there exists an accepting run tree
(TV,r") of A on Gr. We construct an accepting run tree of N on a* by adding sequences of micro
states between every two macro states in 7). We also add infinite sequences of micro states when
necessary. The construction is similar to the above. ]
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Chapter 6

Liveness with Invisible Ranking

The method of Invisible Invariants was developed originally in order to verify safety properties of pa-
rameterized systems in a fully automatic manner. The method is based on (1) a projectéigeneralize
heuristic to generate auxiliary constructs for parameterized systems, and (2) small model theorem
implying that it is sufficient to check the validity of logical assertions of certain syntactic form on
small instantiations of a parameterized system. When proving safety properties of parameterized
systems using the deductive proof rule INV, one can generate candidates for inductive assertions
using projectédgeneralize, and check their validity on small instantiations, concluding the validity
of the safety property on any instantiation of the parameterized systems. The method earned the
name invisible invariants since the candidate assertions are generated, embedded in the premises
of INv, and checked for validity using BDD techniques without the user ever seeing the candidate
invariants. The approach can be generalized to any deductive proof rule that (1) requires auxiliary
constructs that can be generated by projectédgeneralize, and (2) the premises resulting when using
the constructs are of the form covered by the small model theorem.

This paper studies the problem of proving liveness properties of parameterized systems using
the “invisible constructs” method. Starting with a proof rule and cases where the method can be
applied almost “as is,” the paper progresses to develop deductive proof rules for liveness and extend
the small model theorem to cover many intricate families of parameterized systems.

6.1 Introduction

Uniform verification of parameterized systems is one of the most challenging problems in verifica-
tion. Given a parameterized system S(N) : P[1] ||--- || P[N] and a property p, uniform verification
attempts to verify that S(IN) satisfies p for every N > 1. One of the most powerful approaches
to verification that is not restricted to finite-state systems is deductive verification. This approach
is based on a set of proof rules in which the user has to establish the validity of a list of premises
in order to validate a given temporal property of the system. The two tasks that the user has to
perform are:

1. Provide some auxiliary constructs that appear in the premises of the rule;
2. Use the auxiliary constructs to establish the logical validity of the premises.
When performing manual deductive verification, the first task is usually the more difficult, requiring

ingenuity, expertise, and a good understanding of the behavior of the program and the techniques
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for formalizing these insights. The second task is often performed using theorem provers such as
Pvs [OSR93] or sTep [BBCT95], which require user guidance and interaction, and place additional
burden on the user. The difficulties in the execution of these two tasks are the main reason why
deductive verification is not used more widely.

A representative case is the verification of invariance properties using the proof rule INV of
[MP95]: in order to prove that assertion r is an invariant of program P, the rule requires coming
up with an auxiliary assertion ¢ that is inductive (i.e. is implied by the initial condition and is
preserved under every computation step) and that strengthens (implies) r.

In [PRZ01, APR101], we introduced the method of invisible invariants, that offers a method for
automatic generation of the auxiliary assertion ¢ for parameterized systems, as well as an efficient
algorithm for checking the validity of the premises of INV.

The generation of invisible auxiliary constructs is based on the following idea: it is often the case
that an auxiliary assertion ¢ for a parameterized system S(N) has the form Vi : [1..N].¢(¢) or, more
generally, Vi # j.q(7,7). We construct an instance of the parameterized system taking a fixed value
Ny for the parameter N. For the finite-state instantiation S(Np), we compute, using BDDs, some
assertion 1 that we wish to generalize to an assertion in the required form. Let r; be the projection
of 9 on process P[1], obtained by discarding references to variables that are local to all processes
other than P[1]. We take ¢(7) to be the generalization of r; obtained by replacing each reference to
a local variable P[1].z by a reference to P[i].z. The obtained g(i) is our candidate for the body of
the inductive assertion ¢ : Vi.q(i). We refer to this generalization procedure as projecté&generalize.
For example, when computing invisible invariants, 1) is the set of reachable states of S(Ny). The
procedure can be easily generalized to generate assertions of the type Viy,... ,z'k.p(;).

Having obtained a candidate for the assertion ¢, we still have to check the validity of the
premises of the proof rule we wish to employ. Under the assumption that our assertional language
is restricted to the predicates of equality and inequality between bounded-range integer variables
(which is adequate for many of the parameterized systems we considered), we proved a small-model
theorem, according to which, for a certain type of assertions, there exists a (small) bound Ny such
that such an assertion is valid for every N iff it is valid for all N < Ny. This enables using BDD-
techniques to check the validity of such an assertion. The cases covered by the theorem are those
whose premises can be written in the form Vi3j.1(7, j), where (7, ;) is a quantifier-free assertion
that may refer only to the global variables and the local variables of P[i] and P[j] (V3-assertions

for short).

Being able to validate the premises on S[Ny] has the additional important advantage that
the user never sees the automatically generated auxiliary assertion ¢. This assertion is produced
as part of the procedure and is immediately consumed in order to validate the premises of the
rule. Being generated by symbolic BDD-techniques, the representation of the auxiliary assertions
is often extremely unreadable and non-intuitive, and it usually does not contribute to a better
understanding of the program or its proof. Because the user never gets to see it, we refer to this
method as the “method of invisible invariants.”

As shown in [PRZ01, APR*01], embedding a Vi.¢(7) candidate inductive invariant in INV results
in premises that fall under the small-model theorem. In this paper, we extend the method of
invisible invariants to apply to proofs of the second most important class of properties — the class
of response properties. Response properties are liveness properties that can be specified by the
temporal formula [J(¢— <) (also written as g=> <>r) and guarantees that every g-state is
eventually followed by an r-state. To handle response properties, we consider a certain variant of
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rule weLL [MP91], which establishes the validity of response properties under the assumption of
justice (weak fairness). As is well known to users of this and similar rules, such a proof requires
the generation of two kinds of auxiliary constructs: helpful assertions h;, which characterize, for
transition 7;, the states from which the transition is helpful in promoting progress towards the goal
(r), and ranking functions, which measure progress towards the goal.

In order to apply projectédgeneralize to the automatic generation of the ranking functions, we
propose a variant of rule WELL. In this variant rule, called DISTRANK, we associate, with each
potentially helpful transition 7;, an individual ranking function §; : £ + [0..c|, mapping states to
integers in a small range [0..c] for some fixed small constant c¢. The global ranking function can
be obtained by forming the multi-set {d;}. In most of the examples we consider, it suffices to
take ¢ = 1, which allows us to view each d; as an assertion, and generate it automatically using
projectégeneralize.

If, when applying rule DISTRANK, the auxiliary constructs h; and §; have no quantifiers, all
the resulting premises are V3-premises and the small-model theorem can be used. One of the
constructs required to be quantifier free are the helpful assertions, which characterize the set of
states from which a given transition is helpful. Many simple protocols have helpful assertions
that are quantifier-free (or, with the addition of some auxiliary variables, can be transformed into
protocols that have quantifier-free helpful assertions). Some protocols, however, cannot be proven
with such restricted assertions. To deal with such protocols, we extend the method of invisible
ranking in two directions:

e Allowing expressions such as 7 &= 1 to appear both in the transition relation as well as the
auxiliary constructs; This is especially useful for ring algorithms, where many of the assertions
have a p(4,7 + 1) or p(i,i — 1) component.

e Allowing helpful assertions (and ranking functions) belonging to transitions of process i to
be of the form h(i) = Vj.H(i,j), where H(i,7) is a quantifier-free assertion; Such helpful
assertions are common in “unstructured” systems where whether a transition of one process
is helpful depends on the states of all its neighbors. Substituted in the standard proof rules
for progress properties, these assertions lead to premises that do not conform to the required
V3 form, and therefore cannot be validated using the small model theorem.

To handle the first extension we prove, in Subsection 6.6.1, a modest model theorem. The modest
model theorem establishes that Y3-premises containing 7 + 1 subexpressions can be validated on
relatively small models. The size of the models, however, is larger when compared to the small
model theorem of [PRZ01].

To handle the second extension, we introduce a novel proof rule, PRERANK: The main diffi-
culty with helpful assertions of the form h(i) = Vj.H(i, ) is in the premise that claims that every
“pending” state has some helpful transition enabled on it (D3 of rule DISTRANK in Section 6.2).
Identifying such a helpful transition is the hardest step when applying the rule. The new rule,
PRERANK (introduced in Section 6.7), implements a new mechanism for selecting a helpful tran-
sition based on the establishment of a pre-order among transitions in each state. The “helpful”
transitions are identified as the transitions that are minimal according to this pre-order.

We emphasize that the two extensions are part of the same method, so that we can handle
systems that both use +1 and require universal helpful assertions. For simplicity of exposition, we
separate the extensions here.
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Overview of Paper. In Section 6.2 we present the general computational model of FTs and
the restrictions that enable the application of the invisible auxiliary constructs methods. We
also review the small model theorem, which enables automatic validation of the premises of the
various proof rules. In addition, we outline a procedure that replaces compassion requirements by
justice requirements, which justifies our focus on proof rules that assume justice only. Section 6.3
introduces the new DISTRANK proof rule and explains how we automatically generate ranking
and helpful assertions for the parameterized case. We refer to the new method as the method
of invisible ranking. We use a version of the token ring protocol for an ongoing example in this
section. Section 6.4 shows how to enhance the projectédgeneralize method to enable the generation
of invariants in the form of boolean combinations of universal assertions. This is demonstrated on
a (different) version of the token ring protocol. In Section 6.5 we study a version of the Bakery
algorithm, that seems beyond the scope of the invisible ranking method, and show how enhancing
a protocol with some auxiliary variables can make it a suitable candidate for the method.

The method studied in Sections 6.3-6.5 is adequate for cases where the set of reachable states
can be satisfactorily over-approximated by boolean combinations of V-assertions, and the helpful
assertions as well as individual ranking functions é; can be represented by quantifier-free assertions.
Not all examples can be handled by assertions which depend on a single parameter. In Section 6.6
we describe the modest model theorem, which allows handling of 4+ 1 expressions within assertions,
and demonstrate these techniques on the Dining Philosopher problem. In Section 6.7 we present the
PRERANK proof rule that uses pre-order among transitions, discuss how to automatically obtain
the pre-order, and demonstrate the technique on the Bakery algorithm. Finally, we discuss the
advantages of combining several pre-order relations, and demonstrate it on Szymanski’s protocol
for mutual exclusion [Szy88|.

All our examples have been run on TLv [Sha00]. The interested reader may find the code, proof
files, and output of all our examples in:

cs.nyu.edu/acsys/Tlv/assertions.

Related Work. This is the full version of [FPPZ04b, FPPZ04a]. See [ZP04] for a survey on the
method of invisible constructs and an earlier version of invisible ranking.

The problem of uniform verification of parameterized systems is undecidable [AK86]. One
approach to remedy this situation, pursued, e.g., in [EKO00], is to look for restricted families of
parameterized systems for which the problem becomes decidable. Unfortunately, the proposed
restrictions are very severe and exclude many useful systems such as asynchronous systems where
processes communicate by shared variables.

Another approach is to look for sound but incomplete methods. Representative works of this ap-
proach include methods based on: explicit induction [EN95], network invariants that can be viewed
as implicit induction [LHR97], abstraction and approximation of network invariants [CGJ95], and
other methods based on abstraction [GZ98]. Other methods include those relying on “regular
model-checking” (e.g., [JN0O]) that overcome some of the complexity issues by employing acceler-
ation procedures, methods based on symmetry reduction (e.g., [GS97]), or compositional methods
(e.g., ([McM98]), combining automatic abstraction with finite-instantiation due to symmetry. Some
of these approaches (such as the “regular model checking” approach) are restricted to particular
architectures and may, occasionally, fail to terminate. Others, require the user to provide auxiliary
constructs and thus do not provide for fully automatic verification of parameterized systems.

Most of the mentioned methods only deal with safety properties. Among the methods dealing
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with liveness properties, we mention [CS02], which handles termination of sequential programs,
network invariants [LHR97], and counter abstraction [PXZ02].

6.2 Preliminaries

In this section we present our computational model, the small model theorem, and the procedure
that allows to remove compassion (strong fairness).

6.2.1 Fair Transition Systems

As our computational model, we take a fair transition system (rTs) [MP95] S = (V,0,7T,J,C),
with:

o V={uy,...,u,} — A finite set of typed system variables. A state s of the system provides
a type-consistent interpretation of the system variables V', assigning to each variable v € V a
value s[v] in its domain. Let ¥ denote the set of all states over V. An assertion over V is a
first order formula over V. A state s satisfies an assertion ¢, denoted s |= ¢, if ¢ evaluates to
T by assigning s[v] to every variables v appearing in . We say that s is a @-state if s = .

o © — The initial condition: An assertion characterizing the initial states. A state is called
initial if it is a ©-state.

e 7 — A finite set of transitions. Every transition 7 € T is an assertion 7(V, V') relating the
values V' of the variables in state s € X to the values V' in an S-successor state s’ € 3.
Given a state s € 3, we say that s’ € X is a 7-successor of s if (s,s') = 7(V, V') where, for
each v € V, we interpret v as s[v] and v' as s'[v]. We say that transition 7 is enabled in
state s if it has some 7-successor, otherwise, we say that 7 is disabled in s. Let En(7) denote
the assertion AV'.7(V, V') characterizing the set of states in which 7 is enabled, and let p
denote the disjunction of all transitions, i.e. p = \/;e7 7. The assertion p represents the total
transition relation of S.

e J C T — A set of just transitions (also called weakly fair transitions). Informally, 7 € J
rules out computations where 7 is continuously enabled, but taken only finitely many times.

e C CT — A set of compassionate transitions (also called strongly fair transitions). Informally,
T € C rules out computations where 7 is enabled infinitely many times, but taken only finitely
many times.

For technical reasons, and with no loss of generality, we assume that 7 always contains the idling
transition 1o : V' = V, which preserves the values of all system variables. Taking such a transition
is often described as a stuttering step. We also require that the idling transition is taken to be a
just transition.

Let o : sg, 81, 82, - .., be an infinite sequence of states. We say that transition 7 € T is enabled
at position k of o if 7 is enabled on sx. We say that 7 is taken at position k if sg41 is a T-successor
of si. Note that several different transition can be considered as taken at the same position.

We say that o is a computation of an FTs S if it satisfies the following requirements:

e Initiality — s is initial, i.e., so = ©.
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e Consecution — For each ¢ = 0,1, ..., state sg;1 is a p-successor of sy.

o Justice — for every 7 € J, it is not the case that 7 is continuously enabled beyond some
point j in o (i.e., 7 is enabled at every position k& > j) but not taken beyond j.

o (Compassion — for every T € C, it is not the case that 7 is enabled at infinitely many positions
in o but taken at only finitely many positions.

Note that the idling transition being just implies that every computation contains infinitely many
stuttering steps.

6.2.2 Bounded Fair Transition Systems

To allow the application of the invisible constructs methods, we further restrict the systems we
study, leading to the model of bounded fair transition systems (BFTS), that is essentially the model
of bounded discrete systems of [APR*01] augmented with fairness. For brevity, we describe here a
simplified two-type model; the extension for the general multi-type case is straightforward.

Let N € N7 be the system’s parameter. We allow the following data types:

1. bool: the set of boolean and finite-range scalars;

2. index: a scalar data type that includes integers in the range [1..N7;

3. data: a scalar data type that includes integers in the range [0..N]; and

4. Any number of arrays of the type index — bool. We refer to these arrays as boolean arrays.

5. At most one array of the type b: index — data. We refer to this array as the data array.

Atomic formulas may compare two variables of the same type. E.g., if y and 4/ are index variables,
and z is an index — data array, then y = 3’ and z[y] < z[¢/] are both atomic formulas. For
z : index — data and y : index, we also allow the special atomic formula z[y] > 0. We refer
to quantifier-free formulas obtained by boolean combinations of such atomic formulas as restricted
assertions.

As the initial condition ©, we allow assertions of the form Vi.u(z), where u(i) is a restricted
assertion.

As the transitions 7 € 7, we allow assertions of the form 7(7) : V7 : 9(7,;) for a restricted
assertion (4, 7). This results in total transition p: 37 : V5 : 9(4, 7). For simplicity, we assume that
all quantified and free variables are of type index.

Example 6.2.1 (The Token Ring Algorithm)
Consider program TOKEN-RING in Fig. 6.1, which is a mutual exclusion algorithm for any N pro-
cesses.

In this version of the algorithm, the global variable tloc represents the current location of the
token. Location 0 constitutes the non-critical section which may non-deterministically exit to the
trying section at location 1. While being in the non-critical section, a process guarantees to move
the token to its right neighbor, whenever it receives it. This is done by incrementing tloc by 1,
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in N : natural where N >1
tloc : [1..N]
[ loop forever do i
N 0: if tloc =1 then tloc:=1®, 1
H P[i] = go to {0,1}
i—1 1: await tloc =1
2: Critical

Figure 6.1: Program TOKEN-RING

<

tloc: [1..N]
{ w:  array[l.N] of [0..2]
©: Vinfi]=0
((73(3): Vj#i: 7[i]=0Atloc=iAtlod =id, 1
Ar'[i) € {0,1} A pres([j])
10(i): Vj#i: w[i] =0Atoc#iAT[i] =1A
pres(w[j],tloc)
(i) : Vi#£i: wi] =1Atloc=1iAr[i] =2A
pres(r[j],tloc)
(1) : Vi #i: w[i] =2An'[i] =0Apres(nlj], tloc)
\ Tid : Vi : pres(rn[j],tloc)
T+ A{rg (i), m(),m2(i) | i€ [1.N]}

Figure 6.2: BFTS for Program TOKEN-RING

modulo N. At the trying section, a process P[i] waits until it receives the token which is signaled
by the condition tloc = 1.

Fig. 6.2 describes the BFTS corresponding to program TOKEN-RING, where for a variable v € V,
pres(v) denotes v' = v and for a set U C V, pres(U) denotes A .y pres(v). Note that tloc is an
index-variable, while the program counter 7 is an index — bool array.

Strictly speaking, the transition relation as presented above does not conform to the definition
of a boolean assertion since it contains the atomic formula tloc’ = i @, 1. However, this can be
rectified by a two-stage reduction. First, we replace tloc' = i@, 1 by (i <N A tlod =i+1) V (i =
N A tloc' = 1). Then, we replace the formula 7(i) : Vj # i : (... tloc =i+ 1...) by
T(i,01) : Vi #i,51: (1 <4 V 41 < j1) A (... tloc =4y ...) which guarantees that 4; =i + 1.

Note that transition 7¢(i) is not listed as a just transition. This allows a process to remain
forever in its non-critical location (0), as long as it diligently transfers any incoming token to its
right neighbor. Also note that this system has an empty set of compassion transitions, which we
omitted from the presentation in Fig. 6.2.

Example 6.2.2 (The Bakery Algorithm)

Consider program BAKERY in Fig. 6.3, which is a variant of Lamport’s original Bakery Algorithm
that offers a solution to the mutual exclusion problem for any N processes.
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in N : natural where N > 1
local y : array [1..N] of [0..N]
where y =0
[ loop forever do
[ 0: NonCritical
1: y:= maximal value to y[i] while

N .
H Pli] = preserving order of elements
. h R ylj] =0V ]
=1 2: await Vj #: X )
Z iz (O
3: Critical
| L4: y[i]:=0 1]

Figure 6.3: Program BAKERY

In this version of the algorithm, location 0 constitutes the non-critical section which a process may
nondeterministically exit to the trying section at location 1. Location 1 is the ticket assignment
location. Location 2 is the waiting phase, where a process waits until it holds the minimal ticket.
Location 3 is the critical section, and location 4 is the exit section. Note that y, the ticket array,
is of type index — data, and the program location array (which we denote by w) is of type
index +— bool. Actually, 7 is of type index > [0..4], but it can be encoded by three boolean arrays.
Note also that the ticket assignment statement at 1 is non-deterministic and may modify the values
of all tickets. Fig. 6.10 in Appendiz 6.A.1 describes the BFTS corresponding to program BAKERY.

Let o be an assertion over V', and R be an assertion over VUV’, which can be viewed as a transition
relation. We denote by a o R the assertion characterizing all states which are R-successors of a-
states. We denote by ao R* the states reachable by an R-path of length zero or more from an
a-state. In a symmetric way, we denote by R o« the assertion characterizing all the states which
are R-predecessors of a-states.

6.2.3 The Small-Model Theorem

Let ¢ : Vidj.R(%,7) be an AE-formula, where R(i,]) is a restricted assertion which refers to the
state variables of a parameterized BFTS S(IN) in addition to the quantified (index) variables i and
j. For simplicity, we assume that the only data variable/constant that may appear in R is the data
constant 0. Let Ny be the number of universally quantified variables, free index variables, and
index constants appearing in R. The following theorem, stated first in [PRZ01] and extended in
[APR™01], provides the basis for the automatic validation of the premises in the proof rules.

Theorem 6.2.3 (Small model property)
Let ¢ be an AE-formula as above. Then ¢ is valid over S(N) for every N > 2 iff ¢ is valid over
S(N) for every N < Ny.

For completeness of presentation we include the proof.

Proof: We denote by 9 the formula EIZV;.—'R(;, j), which is the negation of ¢. Assume 7 is
satisfiable in state s of a system S(N) for Ny > Ny. We show that it is satisfiable in a state s’ of
a system S(N) for some N < Nj.
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Let V5 be the set of index variables that appear existentially quantified in 1. Let F' be the set
of index constants (including 1) and variables which appear free in 1. Note that state s provides
an interpretation for all the variables in F' and all the arrays which appear in s. Similarly, let Vy
be the set of index variables that appear universally quantified in 9, i.e., the j variables.

The fact that 9 : EIE'V;.—'R({, ;) is satisfiable in s means that there exists an assignment «
which interprets all variables of V5 by values in the domain [1..Nj] such that (s,a) | x, where
x : V7.mR(i,7), and (s, ) is the joint interpretation which interprets all system variables according
to state s and all V3-variables according to the assignment «.

Let U = {u; < ug < --- < ug} be a sorted list of values assigned to the V5 U F-variables by «
and s. Obviously, k < Ny. Let f:U — [1..k] be the bijection such that f(u) =i iff u = ;.

Similarly, let D = {0 =dy < d; < dy < --- < d,} be a sorted list of all the values assigned by s
to the elements b[u;] for the data array b and 7 € [1..k]. We always include 0 in D, even if it is not
obtained as the value of some b[u;]. Obviously, r < k. Let g: D — [1..r] be the bijection such that
g(d) =j iff d = d;.

We construct a state s’ of system S(k) and an assignment o : V3 — [1..k], such that (s',a') = x.
The state s’ is an interpretation defined as follows: For each variable v € F, s’ interprets v as
s'[v] = f(s[v]). That is, s[v] = u; iff s'[v] = i. For every boolean array a : index — bool we
have s'[a[i]] = s[a[u;]], i.e., the value of a[i] in state s’ equals the value of a[u;] in state s. For the
data array b : index — data, we take s'[b[i]] = g(s[b[u;]]), for each i € [1..k]. That is, s'[b[{]] = j
iff s[blu;]] = dj. Next, we define the interpretation o' as follows: For each variable v € V3, o
interprets v as o'[v] = f(a[v]). That is, afv] = u; iff o/[v] = 1.

We proceed to show that (s’,a’) = x. To do so, consider an arbitrary assignment 3’ assigning
to each variable v € j a value §'[v] € [1..k]. We will show that (s, ¢/, ') |= ~R(%,7). If this can be

e

shown for every arbitrary assignment ', it follows that (s, /) = Vj.=R(7, 7). That is, (s', /) E x.

Consider the assignment 8 interpreting each v € J as u; iff 8/ [v] =i. It follows that g interprets
each variable v € j by a value in [1..N;]. Since (s,a) |= x, it follows that (s,, 8) = —R(7,7). By
induction on the structure of the formula —~R(3, j), we can show that every sub-formulay € —R(7, 7)
evaluates to T under the joint interpretation (s, a, ) iff v evaluates to T under the interpretation
(s', 0!, B').

We conclude that (s',a') = x, which leads to the result that ¢ is satisfied in the state s’ of
system S(k). ]

O

The small model theorem allows to check validity of AE-assertions on small models. In [PRZ01,
APR™01] we obtain, using project&generalize, candidate inductive assertions for the set of reachable
states that are A-formulae, checking their inductiveness required checking validity of AE-formulae,
which can be accomplished, using BDD techniques.

6.2.4 Removing Compassion

The proof rule we are employing to prove progress properties assumes an incompassionate system
(system with no compassionate transitions). As outlined in [KPP03]! every FTs S can be converted

!The proof in [KPP03] is an adaptation of the proofs in [Cho74, Var91] to the case of transition systems.
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into an incompassionate F1s Sy = (V,,0,,7,,J,,0), where

V, : V U {nvr;: boolean | 7 €C}

0, : 0
7, + U A u f)
TET\C TEC
J o U hnu YRm
TETJ\C TEC
where f1, fo: T — T, are defined by:
filr) = 1 A pres(Nvr)
£o(7) T A pres(Nur) V
27 —nory A norl. A pres(V, \ {nvr;})
Nvr = {nvr; | T€C}

This transformation adds to the system variables, for each compassionate transition 7, a new
boolean variable nvr,. The intended role of nvr, is, non-deterministically, to identify a point in
the computation beyond which 7 is never enabled. The new transition relation includes two types
of transitions: For each original non-compassionate transition 7, a transition f;(7) that behaves
like 7 while preserving the values of all nvr, variables. For each original compassionate transition
T € C, T, contains a transition fo(7) that either takes 7 and preserves all nvr, variables, or changes
nor; from F to T and preserves all other variables. Intuitively, as long as nvr; = F, fo(7) is enabled
and, to comply with the justice requirement associated with fo(7), either 7 is taken infinitely often,
or nur, eventually set to T. Once nor, is set to T, 7 is not expected to be enabled (and therefore
taken) ever again.

Let Err denote the assertion \/_..(En(r) A nwr;), describing states where both 7 is enabled
and nvr; holds, which indicates that the prediction that 7 will never be enabled is premature. For
a computation o, of S, denote by o,y the sequence obtained from o, by projecting away the
nor variables. The relation between S and its compassion-free version S, is stated by the following
claim.

Claim 6.2.4 Let o be an infinite sequence of S-states. Then o is an S-computation iff there exists
an Err-free computation o, of S, such that o,{yv= 0.

Proof: In one direction, let o = sg, s1,... be a computation of S. We will show how to define
the values of nur; at each position of the computation, such the resulting sequence of S;-states
0 = 80,581, ... is an Err-free computation of S,.

The intention is to guarantee that transition 7 € C is continuously disabled beyond some position
j of o iff nur; is set to T at some position beyond j. For simplicity, assume that the compassionate
transitions are 7 = {71,...,7;}, and that we may refer to nvr,, simply as nor;.

The initial values are determined as follows: for each ¢ = 1,...,k, the initial value of nvr; is
taken to be T iff 7; is disabled at all positions of o.

Next, we consider a step from position j to position j + 1. If s;[V] # s;41[V] then we let
$j4+1[Nor] = 5;[Nur]. That is, if at least one system variable of system S is modified in step j, then
all the Nvr variables preserve their values.
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On the other hand, if step j is a stuttering step, i.e. s;[V] = s;41[V], we search for a transition
7; € C such that s;[nvr;] = F but 7; is disabled at all positions beyond j. If there exists such
a transition, let m be such a transition with the minimal index. We set 5 i[nvr,] = T and
Sj+1[nvre = s;[nury], for all £ # m.

If there does not exist a 7; such as described above, we let again 5;1[Nvr] = 5;[Nor].

Since, as previously observed, all computations contain infinitely many stuttering steps, the
above definition guarantees that nuvr; eventually turns T iff 7; eventually becomes continuously
disabled. Furthermore, we never have a state in which 7; is enabled while nvr; = T.

In the other direction, consider a Err-free computation o, of S;. We claim that o0 =0,y is a
computation of S. Suppose, by contradiction, that some 7 € C is enabled infinitely often but taken
only finitely often in o. Then it must be the case that fo(7) is enabled infinitely often in ¢,. As 7
is taken finitely often in o it must be the case that nvr; is set in 0, as not to violate J,. Since 7 is
enabled infinitely often, it is enabled after nvr; is increased and o, is not Err-free. ] ]

We can therefore conclude that for every ¢ and r,
SkEq= Or iff S,k=(@AN-Err) = {(rVErm)

Which allows us to assume that all BFTSs we consider here have an empty compassion set.

6.3 The Method of Invisible Ranking

In this section we present a new proof rule that allows, in some cases, to obtain an automatic
verification of liveness properties for an BFTS of any size. We first describe the new proof rule, and
then present methods for the automatic generation of the auxiliary constructs required by the rule
using TOKEN-RING as an ongoing example.

6.3.1 A Distributed Ranking Proof Rule

In Fig. 6.4 we present proof rule DISTRANK (DisTributed RANKing) for verifying response prop-
erties for BFTSs whose only fair transitions are just. The rule is configured to deal directly with
parameterized systems. As in other rules for verifying response properties ([MP91], e.g.), progress
is accomplished by the actions of helpful transitions in the system. In a parameterized system, the
set of transitions has the structure 7(N) = {7[i] | £ € [0..m] and 7 € [1..N]} for some fixed m.
Typically, [0..m] enumerates the locations within each process. For example, in program TOKEN-
RING, T(N) = {7[i] | £ € [0..2] and 7 € [1..N]}, where each transition 7[i] is associated with
location £ € [0..2] within process ¢ € [1..N]. Requiring that 74[i] is just guarantees that it is taken
or disabled infinitely often, thus that 74[i] is not continuously enabled and never taken beyond some
point.

Assertion ¢ is an invariant assertion characterizing all the reachable states. Assertion pend
characterizes the states which can be reached from a reachable g-state by an r-free path. For each
transition 7, assertion h, characterizes the states at which 7 is helpful. These are the states s that
have a T-successor s’, and the transition from s to s’ leads to a progress towards the goal. This
progress is observed by immediately reaching the goal or a decrease in the ranking function d,, as
stated in premises D5 and D6. The ranking functions d, measure progress towards the goal. The
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For a parameterized system with
transitions 7 (N) where p = \/,er) 7,
set of states 2(N),
just transitions J C T(N),
invariant assertion ¢,
assertions ¢, r, pend and {h, | 7 € J}, and
ranking functions {6,: X — {0,1} | 7 € J}

D1. g Ao — r V pend
D2. pend A p — "V pend’
D3. pend — Vieshr
D4. pend A p — "V Nresdr >0,
For every 7 € J
D5. h, A p — "V RV 4, >0
D6. h, AT — "V §; >0
D7. h. — En(T)
qg= Or

Figure 6.4: The liveness rule DISTRANK

disabling of 7 is often caused by 7 being taken (D6), but may also be caused by some condition
turning false (D5). We require decrease in ranking in both cases.

Premise D1 guarantees that any reachable g-state satisfies r or pend. Premise D2 guarantees
that any successor of a pend-state also satisfies r or pend. Premise D3 guarantees that any pend-
state has at least one transition which is helpful in this state. Premise D4 guarantees that ranking
never increases on transitions between two pend-states. Note that, due to D2, every p-successor
of a pend-state that has not reached the goal is also a pend-state. Premise D5 guarantees that
taking a step from an h,-state leads into a state which either already satisfies the goal r, or causes
the rank §, to decrease, or is again an h,-state. Premise D6 guarantees that taking a 7-transition
from an h,-state either reaches the goal r or decreases the rank é,. Premise D7 guarantees that in
all h,-states 7 is enabled. Together, premises D5, D6, and D7 imply that the computation cannot
stay in h, forever, otherwise justice w.r.t 7 is violated. Therefore, the computation must eventually
decrease §,. Since there are only finitely many §, and until the goal is reached they monotonically
decrease, we can conclude that eventually an r-state is reached.

6.3.2 Automatic Generation of the Auxiliary Constructs

We now proceed to show how the auxiliary constructs necessary for the application of rule Dis-
TRANK can be automatically generated. Recall that we have to construct a symbolic version of
each construct so that the rule can be applied to a generic N. We consider each auxiliary construct,
provide a method for its generation, and illustrate it on the case of program TOKEN-RING.

In TOKEN-RING, the progress property we wish to check is:
Tz =1= Omlz] =2
For simplicity, since all processes are symmetric we choose z = 1, thus, we check

ml]=1= On[l] =2

160



This property claims that every state in which process P[1] is at location 1 is eventually followed
by a state in which process P[1] is at location 2.

The construction uses the instantiation S(Np) for the cutoff value Ny required in Theorem 6.2.3.
For TOKEN-RING, as explained in Subsection 6.3.3, Ny = 6. We denote by ©_, and p,, the initial
condition and transition relation for S(Np). The construction begins by computing the concrete
auxiliary constructs for S(Ny), denoted by ¢, pend,. We then compute the concrete hf[j]’s
and d¢ [7]’s. Next, we apply projectégeneralize to derive the symbolic (abstract) versions of these
constructs: ¢,, pend ,, hii[4]’s, and §} [§]’s.

Since we focus on process 1, we would expect the constructs to have the symbolic forms ¢ :
Vi.p, (i) and pend : pend?, A Vi#l.pendil(i). For each k € [0..m], we need to compute A} [1], 67 [1],
and the generic k! [i], 6; [i], that should be symbolic in 7 and apply for all i, 1 < i < N. All generic
constructs are allowed to refer to the global variables and to the variables local to P[1] and P][i].

Computing Concrete and Abstract ¢: Compute on S(Np) the assertion ¢, = reach, =
O, op}, characterizing all states reachable within S(Ny). Compute ¢, (i) = reach,[3 — i], by
projecting reach, on index 3 , and then generalizing 3 to 7. That is, maintaining only variables
pertaining to process 3 and then replacing every reference to index 3 by a reference to index 1.
For example, in TOKEN-RING(6),

6
Vo = /\ (at_Lo[5] V tloc = j)
j=1
where at_/p 1[j] is an abbreviation for 7[j] € {0,1}.
The projection of ¢, on j = 3 yields
(at_£o1[3] V tloc = 3)
The generalization of 3 to 7 yields
0, (3) s at_Lo1[7] V tloc =i
The assertion ¢, is Vi : ¢, ().

Note that when we generalize, we should generalize not only the values of the variables local to
P[3] but also the case that the global variable, such as tloc, has the value 3. The choice of 3 as the
generic value is arbitrary. Any other value would do as well, but we prefer indices different from
1, N.

In this part we computed ¢, (i) as the generalization of 3 into i in ¢, which is denoted by
0, (i) = ¢,[3 = i]. In later parts we may need to generalize two indices, such as o, = a,[2 —
i,4 — j], where o, and a, are a concrete and abstract versions of some assertion . The way we
compute such abstractions over the state variables tloc and 7 of system TOKEN-RING is given by

tloc', ') A
=i<j A Ftlod, 7" : @l o
a,(tloc,m) =1 < j A Ftloc', 7 ( map(2,i,4, )
where

w[i) =7'[2] A w[jl=7"[4] A
tloc =i <= tloc' =2 A
map(2,i,4,5) = | tloc=j < tloc =4 A
tloc < i <= tloc' <2 A

tloc < j <= tloc' < 4
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Note that this computation is very similar to the symbolic computation of the predecessor of an
assertion, where map(2,1i,4, j) serves as a transition relation. Indeed, we use the same module used
by a symbolic model checker for carrying out this computation.

Computing Concrete and Abstract pend: Compute the assertion
pend , = (o AgA-r)o(p, A—r')*

characterizing all the states that can be reached from a reachable (¢ A —r)-state by an r-free path.
Then we take pend2, = pend [1 ~ 1], and pendil(i) = pend [1 — 1,3 ~ 1].
Thus, for TOKEN-RING(6),
pend, = @, N at_{[1]

We therefore take
pend?, : at_£;[1]

and
pend?, (i) : at_[1] A (at_Loq[i] V tloc = i)

Finally, pend, = pend2, AVi#1 : pendgl(z’), yielding

pend, = at_l1[1] N Vi#l: (at_ly1[i] V tloc = 1).

Computing Concrete and Abstract hi[i]’s: We compute the concrete helpful assertions A [1].
This is based on the following analysis: Assume that set is an assertion characterizing a set of states,
and let 7 be some just transition. We wish to identify the subset of states ¢ within set for which
the transition 7 is an escape transition. That is, any application of this transition to a ¢-state takes
us out of set. Consider the fix-point equation:

¢ = set AN En(t) NAX(¢V —set) N AX,(—set) (6.1)

The equation states that every ¢-state must satisfy set A En(7), every p-successor of a ¢-state is
either a ¢-state or lies outside of set, and every 7-successor of a ¢-state lies outside of set. Note that
the expressions AX1) and AX;1 can be computed by —=(po(—1)) and —(7 o(—))), respectively.

By taking the maximal solution of the fix-point equation (6.1), denoted v¢(set A En(r) A
AX(¢pV —set) N AX (—set)), we compute the subset of states within set for which 7 is helpful.

Following is an algorithm that computes the concrete helpful assertions {h{[i]} corresponding
to the just transitions {7%[i]} of system S(Np). For simplicity, we will use 7 € T(Np) as a single
parameter. Let

set A En(r) A
mazfiz(set,7) : vp | AX(PV —set) A
AX, (—set)

for each 7 € T(Ny) do h; :=0

set := pend

for all 7 € T(Ny) s.t. mazfiz(set,7) #0 do
hr := h: V mazfiz(set,T)
set:= set N —h;
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The “for all 7 € T(Ny)” iteration terminates when it is no longer possible to find a 7 € T (Ny)
that satisfies the non-emptiness requirement. The iteration may choose the same 7 more than once.
When the iteration terminates, set is 0, i.e., for each of the states covered under pend , there exists
a helpful justice requirement that causes it to progress.

Having found the concrete h{[i], we compute the abstract hi [i] by using project&generalize as
follows: for each k € [0..m], we let hj [1] = h{/[1][1 = 1] and A [i] = h{[3][1 — 1,3 = 4.

Applying this procedure to TOKEN-RING(6), we obtain the symbolic helpful assertions described
in Appendix 6.A.2.

Computing Concrete and Abstract d;[i]’s: As before, we begin by computing the concrete
ranking functions d [i]. We observe that df [i] should equal 1 on every state for which 74[4] is helpful
and should decrease from 1 to 0 on any transition that causes a helpful 7;[i] to become unhelpful.
Furthermore, df [i] can never increase. It follows that d; [i] should equal 1 on every pending state
from which there exists a pending path to a pending state satisfying h{/[i]. Thus, we compute
og [i] = pend , A ((=r) EU h{[i]), where EU is the “existential-until” CTL operator. This formula
identifies all states from which there exists an r-free path to an (h{, [i])-state.

Having found the concrete 0y [i], we obtain the abstract d;, [i] by using project&generalize as
follows: for each k € [0..m], we let 6, [1] = 0} [1][1 ~ 1] and 0 [¢] = dF [3][1 — 1,3 = 1].

The abstract ranking function obtained by applying this procedure to TOKEN-RING(6)are de-
scribed in Appendix 6.A.2.

6.3.3 Validating the Premises

Having computed internally the necessary auxiliary constructs, and checking the invariance of ¢, it
only remains to check that the six premises of rule DISTRANK are all valid for any value of N. Here
we use the small model theorem stated in Theorem 6.2.3 which allows us to check their validity for
all values of N < Ny for the cutoff value of Ny which is specified in the theorem. First, we have
to ascertain that all premises have the required AE form. For auxiliary constructs of the form we
have stipulated in this Section, this is straightforward. Next, we consider the value of Ny required
in each of the premises, and take the maximum. Note that once ¢ is known to be inductive, we
can freely add it to the left-hand-side of each premise, which we do for the case of Premises D5,
D6, and D7 that, unlike others, do not include any inductive component.

Usually, the most complicated premise is D2 and this is the one which determines the value
of Ny. For program TOKEN-RING, this premise has the form (where we renamed the quantified
variables to remove any naming conflicts):

(Va.pend(a)) A /
[ (30, i1Vi, b, i1, 7, 71)) ] — 1 V (Ve.pend(c)),

which is logically equivalent to

. . d(a) A
Vi,i1,c Ja, 7, j1- (( szinh(aj) i) ) - 7 Vpend(c))

The index variables which are universally quantified or appear free in the formula above, are
{i,11,¢,tloc,1, N} whose count is 6. It is therefore sufficient to take Ny = 6. Having determined
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in N : natural where N >1
chan : array[l..N] of boolean
where chan[i| = (i = 2)
[ loop forever do
0: if chan[i] then

N (chan[i], chan[i ®, 1]) := (0,1)
H Pfa] = go to {0,1}
=1 1: await chanli]

Critical

Figure 6.5: Program CHANNEL-RING

the size of Ny, it is straightforward to compute the premises of S(N) for all N < Ny and check
that they are valid, using BDD symbolic methods.

We cannot use the same form of auxiliary constructs to automatically verify algorithm BAK-
ERY(N), for every N. Indeed, it is straightforward to see that in order to conclude that 75[2] is
helpful, one has to consider helpful assertions of the form Vj.1)(i,7). In Section 6.7 we show how
to obtain helpful assertions that relate to all processes and how to change the proof rule for such a
case. We can still use the simple proof rule in order to automatically verify algorithm BAKERY(N).
However, this requires the introduction of an auxiliary variable minid into the system, which is
the index of the process which holds the ticket with minimal value. This is explained in detail in
Section 6.5.

We emphasize that the generation of all assertions is completely invisible; so is the checking of
the premises on the instantiated model. While the user may see the assertions, there is no need
for the user to comprehend them. In fact, being generated using BDD techniques, they are often
incomprehensible.

6.4 Cases Requiring an Existential Invariant

In some cases, A-assertions, i.e., assertions of the form Vi.u(7), are insufficient for capturing all
the relevant features of the constructs ¢, and pend ,, and we need to consider assertions of the
form Vi.u(i) A 3j.e(j). In this section we describe how to obtain constructs that are boolean
combinations of A-assertions, illustrating the procedure and its applications on program CHANNEL-
RING, presented in Fig. 6.5.

In this program the location of the token is identified by the index ¢ such that chan[i] = 1.
Computing the universal invariant according to the previous methods we obtain ¢, : Vi.(at_£y; V
chanli]), which is inductive but insufficient in order to establish the existence of a helpful transition
for every pending state.

6.4.1 Generalizing projectédgeneralize

We provide a sketch of the extension that enables computation of a (¥ A 3) construct by obtaining
a Vi.u(i) A Jj.e(j) invisible invariant. As before, we pick a value Ny, instantiate S(Ny) and use
the traditional projectédgeneralize procedure to derive an inductive A-assertion ¢ : Vi.u(i). As a
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byproduct of projectédgeneralize, we compute reach, — the set of states reachable in S(Ny). Being
inductive and implied by the initial condition, the assertion ¢ is an over-approximation of reach .
In order to isolate the (anticipated) assertion e(j), we first compute the difference between the
concrete reachable set and ¢, denoted here by a;. Obviously, we proceed only if oy is non-empty.
Then, we projectédgeneralize o by replacing index 1 by k (a2 below). Finally, we negate the result
to get the proposed existential invariant (a3 below).

Algorithm

a1 = AN u(i) A —reach,
Q9 = 041[1 = k]

a3 = 02

We use Jk.a3(k) as the candidate for an existential invariant. In the table below, we list the results of
these computations for the case that reach, equals precisely the conjunction /\f\r:"1 w(i) A V;-V:Ol e(4)
and the application of projectégeneralize to reach . yields precisely u(i) = reach,[1 — i] = w(i).

Results when reach, = A\, w(i) A V;e(j)
ar = A A A e)

ay = w(k) A —e(k)

ag = w(k) — e(k)

Note that, while we did not succeeded in precisely isolating e(k), we computed instead the impli-
cation w(k) — e(k). However, the conjunction Vi.w(i) A Jk.(w(k) — e(k)) is logically equivalent
to the conjunction Vi.w(i) A Jk.e(k).

This technique of obtaining an existential conjunct to an auxiliary assertion can be used for
other auxiliary constructs.

6.4.2 Verifying Progress of CHANNEL-RING

Applying the generalized projectédgeneralize to CHANNEL-RING we obtain, for the set of reachable
states, the auxiliary construct:

Vi#k.(at_Ly1 V chan[i]) A =(chan[i] A chanlk])
P, A
3j.chan|[j]
Using this extended form of an invariant for both ¢, and pend ,, we can complete the proof of
program CHANNEL-RING using the methods of Section 6.3.

Applying the method of invisible ranking, with the new addition, to program CHANNEL-RING
and the response property at_£1[1]=~ > at_£3[1], we obtain, for example, pend , : at_£1[1] A ¢,
and for ¢ > 1, hA[i] : at_l1[1] A at_Ly[i] A chan[j]. Thus, Premise D3 becomes:

at_ﬁl[l]
A
Vi#£k.(at_ly 1 V chan[i]) A =(chan[i] A chanlk]) | —
A
3j.chanl[j]
at_£1[1] A Fj.chan[j]

which is obviously valid and has the AE form.
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in N : mnatural where N > 1

local Y : array [1..N] of [0..N]
where y =0
minid : natural

where minid =1

[ loop forever do T
[ 0: NonCritical i
1: y:= maximal value to yl[i]
while preserving order
N N0y
H Pli] 2: await Vj : [ yls] . ]
L yl5] > yld]
3: Critical
| 4: y[i]:=0 i
RPNV ylil=0vVv
I maintain Vj : [ 0 < y[minid] < y[j] ] |

Figure 6.6: Program BAKERY with auxiliary variable minid

6.5 The Bakery Algorithm

As another example of the application of the invisible-ranking method we consider the modified
version of program BAKERY, presented in Fig. 6.6.

As previously explained, in order to be able to use the rule in its current form we introduce
the variable minid. The variable minid is expected to hold the index of a process whose y value
is minimal among all the positive y-values. The maintain construct implies that this variable
is updated, if necessary, whenever some y variables change their values. Already in [PRZ01] we
pointed out that in some cases, it is necessary to add auxiliary variables in order to find inductive
assertions with fewer indices. This version of BAKERY illustrates the case that such auxiliary
variables may also be needed in the case of the invisible ranking method.

The property we wish to verify for this parameterized system is at_¢;[z] = <> at_¥3[z] which
implies accessibility for an arbitrary process P|z].

Having the auxiliary variable minid as part of the system variables, we can proceed with the
computation of the auxiliary constructs as explained in Section 6.3: After some simplifications,
we can present the automatically derived constructs as detailed in Appendix 6.A.1. Using these
derived auxiliary constructs, we can verify the validity of the premises of rule DISTRANK over S(5)
and conclude that for every value of N the property of accessibility holds.

6.6 Protocols with p(i,i + 1) Assertions

In algorithms for ring architectures, the auxiliary assertions for a process often depend, in addition
to the process itself, on its immediate neighbors. Assume a ring of of size N. For every j = 1,.., N,
denote j®1 = (j mod N)+1and j©1 = ((j —2) mod N)+1. Assertions of the type p(i,i® 1) and
p(i,7 © 1) can be replaced by equivalent +-less AE-assertions. Unfortunately, this often results in
formulae not covered by our small model theorem. We bypass the problem by establishing a new
small model theorem that allows proving validity of V3p(i,7+ 1) assertions. The size of the model in
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the new theorem is larger than the one indicated by the small model theorem, which is why we refer
to it as “modest.” We state the modest model theorem and prove it in Subsection 6.6.1, describe
how to fine-tune the bounds in Subsection 6.6.2, and demonstrate its application in Subsection 6.6.3.

6.6.1 Modest Model Theorem

Consider a parameterized BFTS S(N) with no data variables or arrays?. Let the formula ¢:Vi3j.R(7, )
be an AE-formula, where R(z ]) isa restrlcted assertion augmented by operators @1 and &1 which
refer to quantified index variables 7 and ] Let K be the number of universally quantified index
variables, index constants (including 1 and N), and free index variables appearing in R. Assume
there are £ index — bool arrays in S and let L = 2¢, i.e., L is the number of different values that
can be assigned to all variables indexed by a single process. Define Ny = (K — 1)(L?+1)+K.

Theorem 6.6.1 (Modest Model Theorem) Let ¢ be an AE-formula as above. Then y is valid
over S(N) for every N > 2 iff ¢ is valid over S(N) for every N < Np.

Proof: We denote by 9 the formula ElZVj.—'R(Z, j), which is the negation of ¢. Assume 7 is
satisfiable in state s of system S(N7) for Ny > Ny. We show that 7 is also satisfiable in a state s’
of a system S(N) for some N < Nj.

Let V3 be the set of index variables that appear existentially quantified in 1. Let F' be the set
of index constants (including 1 and N) and variables which appear free in 1. Note that state s
provides an interpretation for all the variables in F'. Observe that |V3U F| = K. Similarly, let Vy
be the set of index variables that appear universally quantified in 1), i.e., the J variables.

The fact that 9 : Elg‘v’j.—'R(Z, j) is satisfiable in s means that there exists an assignment «
which interprets all variables of V5 by values in the domain [1..N;] such that (s,a) | x, where
X : Vj".—'R(;, j'), and (s, ) is the joint interpretation which interprets all system variables according
to state s and all V3-variables according to the assignment c.

Let U ={1 =u; < uz <--- < ugp = N1} be a sorted list of values assigned to the F' U Vz-
variables by the joint interpretation (s, a).

Since N; > Ny there exist some i < k such that u;;—u; > L?>+1. We construct a state s', in
an instantiation S(N'), N' < Ny, such that s’ = 9. The process is repeated until we obtain an
instantiation that satisfies 1/ where the u’s are at most L?+1 apart from one another.

Since u; 11 —u; > L2+1, there exist two pairs of adjacent indices between u; and u; 1 that agree
on their local array values, i.e., there exist some m and n such that u;<m<n < n+ 1 < u;4+1 and,
for every boolean array a:index — bool, we have a[m] = a[n] and a[m+1] = a[n+1]. Intuitively,
removing all processes m+1,...,n does not impact any of the other processes whose indices are in
U, since the array values of their immediate neighbors remain the same. In particular, since m+1
and n+1 are identical, processes m and n+1 maintain the same neighbors after the removal. Once
the processes are removed, the remaining processes are renumbered.

Formally, let N’ = N1—(n—m), and define the function g: [1..N1] — [1..N'] such that g(i) =1
for i < m, and g(i) = i—(n—m) for i > n+1. It is easy to see that g is injective and onto, hence g !
is well defined. Consider the state s’ of system S(N') such that for every array a : index — bool
we have s'[a]i]] = s[a[g™(7)]], i-e., the value of a in state s at index i is the value of a in state s at
index g~ 1().

2This assumption is here for simplicity’s sake and can be removed at the cost of increasing the bound.
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We proceed to show that (s’, ') = x. To do so, consider an arbitrary assignment /' assigning
to each variable v € j a value 8'[v] € [1..N']. We will show that (s, o/, ") = —R(i, 7). If this can be
shown for every arbitrary assignment (', it follows that (s', ') = Vj.mR(%,7). That is, (s/, ) = x.

Consider the assignment J interpreting each v € j as r, r € [1..Ny] iff 8'[v] = g(r). Since
(s, @) = x, it follows that (s, o, 8) = —R(%, 7). By induction on the structure of the formula ~R(z, ),
we can show that every sub-formula v € —R(%,j) evaluates to T under the joint interpretation

(s, a, B) iff v evaluates to T under the interpretation (s', o', 8).

We conclude that (s’,a') = x, which leads to the result that ¢ is satisfied in the state s’ of
system S(N').
Thus, s’ is obtained from s by leaving the values of the index variables in the range 1..m intact,

reducing the index variables larger than n by n — m, while maintaining the assignments of their
index +— bool variables. Obviously, s’ is a state of S(N;—(n—m)) that satisfies 1. oo

6.6.2 Calibrating Ny

The bound computed in Theorem 6.6.1 may be quite large. In some cases it can be reduced
significantly as we explain below.

General bool’s: If there are index +— bool arrays for arbitrary (finite) bool, L in the bound
should be replaced by the product of the sizes of ranges of all index — bool variables.

Primed Occurrences: When a variable appears both unprimed and primed in R(.), both
occurrences add to the count (unless equal). This is in general the case with the transition relation
p (that appears on the 1-h-s of several implicants in our proof rules). While it may seem that each
additional variable that can be modified doubles the count, only a single step is to be considered at
a time, which is further restricted by reach (reach appears explicitly in all the implicants; moreover,
it can always be added since it is shown to be an invariant). Hence, in practice, the bound can
often be reduced as to be manageable.

Restricted Use of +: Assume that for each Vy variable under a + operator, all occurrences
of the operator are of the same kind (only @ or © for each variable). Then, when reducing a large
model into a smaller one, instead of finding two processes at the endpoint of a chain that agree on
values of both their neighbors, it suffices to find a pair that agrees on one neighbor, which implies
a chain of length L. Consequently, in this case the cut-off value is Ny = (K — 1)L+K. Further
analysis reveals that if only one operator (& or ©) is applied to V5 variables, then the bound can
be further reduced to Ng = (K—1)(L—1)+K.

Restricting to “Observable” States: Suppose that a process only has a “partial” view of
its neighbor, i.e., can access some, but not all, of its neighbor index — bool array entries. Then,
it suffices to find processes that agree on the part of the state observable by their neighbors, and
not the complete state.
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in N : natural where N >1

local y : array [1..N] of bool where y =1
loop forever do loop forever do
N1 0: NonCritical 0: NonCritical
) 1: request y[i] 1: request y[l]
H P[] = 2: request y[i+1] I PN = 2: request y[N]
=1 3: Critical 3: Critical
4: release y[i],y[i+1] 4: release y[1],y[N]

Figure 6.7: Program DINE: Solution to the Dining Philosophers Problem

Chains of Consecutive Free Variables: If, in addition to N,1 there are longer, or other,
chains of consecutive values the bound is reduced accordingly, since there are less “gaps” to collapse.
E.g., when there isa N —1, N, 1 combination, the (K — 1) in the bound can be replaced by (K —2).

6.6.3 Example: Dining Philosophers

We demonstrate the use of the modest model theorem by validating accessibility for a classical
solution to the dining philosophers problem, using rule DISTRANK.

Consider program DINE that offers a solution to the dining philosophers problem for any N
philosophers. The program uses semaphores for forks. In this program, N—1 philosophers (pro-
cesses P[1],..., P[N—1]) reach first for their left forks and then for their right forks, while P[N]
reaches first for its right fork and only then for its left fork. Program DINE is presented in Fig. 6.7.

The semaphore instructions "request z” and "release x” appearing in the program stand,
respectively, for “(when z =1 do z :=0)” and “z :=1”. Consequently, the transition associated
with “request z”, is compassionate, indicating that if a process is requesting a semaphore that is
available infinitely often, it obtains it infinitely many times.

As outlined in Section 6.2.4, we transform the BFTS into a compassion-free BFTS by adding
two new boolean arrays, nvry and nuvrg, each nvrg[i] corresponding to the request of process i at
location £. Appendix 6.A.3 describes the BFTS we associate with Program DINE.

The progress property of the original system is

(nfz] = 1) = O(nlz] = 3)

which is proved in two steps, the first establishing that (7[z] = 1) =~ (7[z] = 2) and the second
establishing that (7[z] = 2) =~ O(n[z] = 3). For simplicity of presentation, we restrict discussion
to the latter progress property.

Since P[N] differs from P[1],..., P[N—1], and since it accesses y[1], which is also accessed by
P[1], and y[N], which is also accessed by P[N—1], we choose some z in the range 2,...,N — 2
and prove progress of P[z]. The progress property of the other three processes can be established
separately (and similarly.) Taking into account the translation into a compassion-free system, the
property we attempt to prove is

(r[z] =2) == O(w[z]=3 V Err) (2<z<N-2)
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where

VYA x =1 A yli] A norqfi)) Vv

Err — Vfig(ﬂ i—1] =2 A y[i] A norg[i—1]) V
(r[N]=1 A y[l] A novri[N]) \Y%
(w[N] =2 A y[N] A nvry[N])

6.6.4 Automatic Generation of Symbolic Assertions

Following the guidelines in Section 6.3, we instantiate the program DINE according to the small
model theorem, compute the auxiliary concrete constructs for the instantiation, and abstract them.
Here, we chose an instantiation of Ny = 6 (obviously, we need Ny > 4; it seems safer to allow at
least a chain of three that does not depend on the “special” three, hence we obtained 6.) For
the progress property, we chose z = 3, and attempt to prove (7[3] = 2)=- O (w[3] = 3). Due to
the structure of Program DINE, process P[i] depends only on its neighbors, thus, we expect the
auxiliary constructs to include only assertions that refer to two neighboring process at the same
time. We chose to focus on pairs of the form (i,7 6 1).

We first compute ¢, (7,7 © 1), which is the abstraction of the set of reachable states. We
distinguish between three cases, i = 1, ¢ = N, and 1 = 2,..., N—1. For the first, we take p4 =
reach,[1 — 1,6 — N] (i.e., project the concrete reach, on 1 and 6 and generalize to 1 and N),
for the second, we take o4 = reach,[6 — N,5 — N—1] (i.e., project the concrete reach, on 6
and 5 and generalize to N and N—1), and for the third we take 4 = = reach,[3 — 4,2 —i—1]
(i.e., project the concrete reach, on 3 and 2 and generalize to ¢ and i—1). The abstract pending
sets we obtain are in Appendix 6.A.3. We then define:

op = 02 ANty ANVig{l,N}oh (61-1)
and define pend, = ¢, N —Err A w[3] = 2.

For the helpful sets, and the §’s, we obtain, as expected, assertions of the type p(i,i © 1). The
assertions are described in Appendix 6.A.3.

Thus, the proof of inductiveness of ¢, as well as all premises of DISTRANK are now of the form
covered by the modest model theorem.

We now compute the size of the instantiation needed. Premises D1, D3, and D7 relate only to
unprimed copies of the variables. Other premises relate to both unprimed and primed copies of the
variables. When we use the modest model theorem “as is” the resulting figures are L = 40? = 1600
(5 possible locations, one fork, two nvr variables, all counted as current and next), L2+1 ~ 2.5-10°
which results in a bound of about 107 processes. In order to get a reasonable figure we use the
following reductions.

e We syntactically analyze all the resulting assertions and find that only variables in V3 are
referenced by both @1 and ©1. Variables in Vy are referenced only by &1. Thus, we have to
search only for two identical processes and not for two pairs of adjacent processes.

e The transition p is on the left-hand-side of the implication in all the premises that include
primed variables (D2,D4,D5, and D6). This implies that all possible counter-examples to
these premises satisfy p. According to p all primed variables for every j ¢ {i,i®1} equal to
their unprimed versions. Thus, if we treat ¢,7®1 as another 2-element long chain of universally
quantified variables, we do not have to consider different values of the primed variables. Tt
follows that we can use L = 40 for our search for duplicate entries.
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‘ Construct H BDD nodes ‘

® 1,779

pend 3,024

p 10,778

he’s <10

O¢’s <10

‘ Premise H Time to Validate ‘

¢ (inductiveness) 0.39 seconds
D1 < 0.01 seconds
D2 0.42 seconds
D3 0.01 seconds
D4 163.74 seconds
D5+D6 138.59 seconds
D7 0.02 seconds

Table 6.1: Run time and space results for DINE

As a result, the value L above (the maximal length of chain with no “equivalent” processes) is 40.
There are three free variables in the system, 1, N, and N—1. (The reason we include N—1 is, e.g.,
its explicit mention in ¢ ,). Following the remarks on the modest model theorem, since the three
variables are consecutive, and since with all universally quantified variables we use only 7 & 1, the
size of the (modest) model we need to take is 40(u+1)+u+4, where u is the number of universally
quantified variables. Since u < 2 for each of D1-D7 (it is 0 for D4, 1 for D1, and 2 for D2, D3, and
D5), it is sufficient to choose an instantiation of 128.3

In Table 6.1, we present the number of BDD nodes computed for each auxiliary construct, and
the time it took to validate each of the inductiveness of ¢ and all the premises (D1-D7) on the
largest instantiation (128 philosophers). Checking all instantiations (2-128) took less than 8 hours.

6.7 Imposing Ordering on Transitions

Sections 3—4 dealt with helpful transitions hg[7] (and ranking functions) which depended only on
the single index ¢. In the previous section we showed how to extend this approach to the case in
which h[i] may also depend on indices i ©1 and i @ 1. In this section we study helpful assertions
that depend on all j # 4. Such multiple-index helpful assertions appear quite frequently. As a
matter of fact most helpful assertions seem to be of the type h(i) : Vj.p(i,j) where i is the index
of the process which can take a helpful step, and all other processes (j) satisfy some supporting
conditions. However, such a helpful assertion presents a problem when trying to verify premise D4
of rule DISTRANK, since we obtain an EA-disjunct in the premise. In this section we show a new
proof rule for progress, that allows us to order the helpful assertions in terms of the precedence of
their helpfulness. “The helpful” assertion is then the minimal in the ordering, so that we can avoid
the disjunction in the r-h-s of Premise D4.

3By modifying project&generalize to include only part of the variables of a process and not all variables this can
be further reduced to 83 processes.
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For a parameterized system with a transition 7 = 7 (N)
set of states X(IV), just transitions J C T (N),
invariant assertion ¢,
assertions ¢, r, pend and {h, | 7 € J},
ranking functions {6,: ¥ — {0,1} | 7 € J},
and a pre-order <: ¥ — 27%7T

R1. g A o — r V pend
R2. pend A p — r" Vv pend’
R3. pend A p - "V Nresdr >0,

For every 7 € J

R4. pend A /\ 77N — h,
neTJ
R5. hs A p - "V hL vV 6; > 0L
R6. h, AT — "V 6, >0
R7. h; — En(7)
R8.  pend — TT
For every 1,70 € J
R9. pend AN 711 AN 11 2T — T =Ty
R10. pend — TT1 V1T=T

qg = Or

Figure 6.8: The liveness rule PRERANK

6.7.1 Pre-Ordering Transitions

A binary relation < is a pre-order over domain D if it is reflexive, transitive, and total.

Consider an BFTS S with set of transitions 7(N) = [0..m] x N (as in Subsection 6.3.1). For
every state in S(N), define a pre-order < over 7. From the totality of <, every S(N)-state has
some 7y[7] € 7 which is minimal according to <. We replace premise D4 in DISTRANK with a
premise stating that that for every pending state s, the transition that is minimal in s is also
helpful at s. We call the new rule PRERANK and, to avoid confusion, name its premises R1-
R7. Thus, PRERANK is exactly like DISTRANK, with the addition of a pre-order <:% — 27%7
premises ascertaining that the relation < is a pre-order (R8-R10), and replacement of D4 by RA4.
In order to automate the application of PRERANK, we need to be able to automatically generate
the pre-order relation <. As usual, we first instantiate S(NNy), compute concrete <, and then use
the method projectédgeneralize to compute an abstract <,. The main problem is the computation
of the concrete <,. We define s =71 < 73 if s |= ®(71, 72) for the following cTL formula:

A((=hs, A pend) W hy,) V]

_ )
B(m,m) [ﬂA((ﬂhn A pend) W hr,) "

where W is the weak-until or unless operator.

The intuition behind the first disjunct is that for a state s, transition 71 is “helpful earlier” than
19 if every path departing from s doesn’t reach h,, before it reaches h,,. The role of the second
disjunct is to guarantee the totality of <, so that when 71 becomes helpful earlier than 75 in some
computations, and 79 precedes 71 in others, we obtain both m < 7 and 75 <X 7. To abstract a
formula A (@(h{ [i]) W 4(hg,[4])), we compute the assertion A (¢(hf [2]) W 1(hg,[3])) over S(Nog) (2

172



and 3 being chosen arbitrarily to represent two generic indices), and then generalize 2 to ¢ and 3
to j. To abstract the negation of such a formula, we first abstract the formula, and then negate
the result. Therefore, to abstract Formula (6.2), we abstract each A W -formula separately, and
then take the disjunction of the first abstract assertion with the negation of the second abstract
assertion.

6.7.2 Case Study: Bakery

Consider program BAKERY of Example 6.2.2 (Fig. 6.3). Suppose we want to verify (n[z] = 1) =
O(m[z] = 3). We instantiate the system to Ny = 3, and obtain the auxiliary assertions ¢, pend,
the h’s and ¢’s. After applying projectégeneralize, we obtain for hg[i], two types of assertions.
One is for the case that i = z, and then, as expected, hg[z] is the most interesting one, having
an A-construct claiming that z’s ticket is the minimal among ticket holders. The other case is for
j # z, and there we have a similar A-construct (for j’s ticket minimality) for £ = 2,3,4. For the
pre-order, one must consider 7y, [i] < 74,[j] for every 41,4y = 1,...,4andi =z # j,i =j # 2,4,] # 2
for (£1,4) # (€2, 7). The results for 74, [i] < 7¢,[j] for i # z that are not trivially T are described in
Appendix 6.A.1

Using the above pre-order, we succeeded in validating Premises R1-R9 of PRERANK, thus
establishing the liveness property of program BAKERY.

6.8 Multiple Pre-Order Relations

In the previous section we described how to compute the pre-order relation. Formula (6.2) is one
alternative of computing the pre-order. We can view rule DISTRANK as a special case of rule
PRERANK, with a trivial pre-order defined by s = 11 < 75 if s | U(71, 72), where

U(7i,m2): hy V —hg (6.3)

Obviously, other definitions are also possible. In fact, by allowing different schemes of computing
pre-order on different states, the rule PRERANK can be applied to a wider range of protocols. In this
section we demonstrate this idea on a version of Szymanski’s mutual exclusion protocol described
in Fig. 6.9.

The progress property we would ideally like to verify is (7[z] = 1=~ {(w[z] = 7). This property,
however, is beyond the scope of the methods and rules described here since it requires some just
transition to be helpful twice. It is not difficult, but rather tedious, to extend our technique for
generating ranking so to deal with cases where transitions may be helpful up to k times, for any
bounded k. We bypass this difficulty here by restricting to a “smaller” progress property to which
the proof applies, namely, to the progress property

(mlz] =1 A Vi:z[i] <4) == O(nf[z]=7) (6.4)

An inspection of the protocol reveals that 7g[7] is the only transition whose enabling condition
is of the form Vj.p(i,7) which is an obvious candidate for pre-ordering of the type we used in
Section 6.7. The other transitions all have enabling conditions of the form p(:) A Vj : ¢(j)
(or simpler) that can be easily handled by the trivial pre-order which we implicitly use when
applying DISTRANK. Consequently, we partition the concrete pending states into pend; = i :
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in N : natural where N > 1

[ loop forever do

[ 0: NonCritical i
await Vj.at_€0’1,2,4[j]

skip

If 35 at_€1,2[j]

H P[i] =: then go-to Iy

i=1 else go-to [

await 35 : at_l56.7[j]
await Vj : —at_{3 4[j]
await Vj:j <i:at_ly12[j]
Critical

W N =

~N O O

Figure 6.9: Program Szymanski

VEQ’{O,G} En(7,[i]) and pend, = pend A -pend,. The (concrete) pre-order is now defined for
pend-states by

\P(Tﬂ[i]’ Ty [ZI]) E, v 7é 6
Tg[i] < Tp [ZI] = T V=6
F otherwise

and for pend,-states by:

S(refd], T [i]) £=4'=6
T[[i] < T [z'] = T A #6
F otherwise

where VU is defined in Formula (6.3) and @ is defined Formula (6.2).

These definitions allow us to use projectéigeneralize on the concrete pre-order (as described in
Section 6.7) and successfully prove Formula (6.4) for program Szymanski.

Bibliography

[AK86] K. R. Apt and D. Kozen. Limits for automatic program verification of finite-state concurrent
systems. Info. Proc. Lett., 22(6), 1986.

[APRT01] T. Arons, A. Pnueli, S. Ruah, J. Xu, and L. Zuck. Parameterized verification with automatically
computed inductive assertions. In G. Berry, H. Comon, and A. Finkel, editors, Proc. 13t" Intl.
Conference on Computer Aided Verification (CAV’01), volume 2102 of Lect. Notes in Comp.
Sci., Springer-Verlag, pages 221-234, 2001.

[BBC*95] N. Bjgrner, .A. Browne, E. Chang, M. Colén, A. Kapur, Z. Manna, H.B. Sipma, and T.E. Uribe.
STeP: The Stanford Temporal Prover, User’s Manual. Technical Report STAN-CS-TR-95-1562,
Computer Science Department, Stanford University, November 1995.

[CGJ95]  E.M. Clarke, O. Grumberg, and S. Jha. Verifying parametrized networks using abstraction and

regular languages. In 6th International Conference on Concurrency Theory (CONCURY2), vol-
ume 962 of Lect. Notes in Comp. Sci., pages 395—407, Philadelphia, PA, August 1995. Springer-
Verlag.

174



[Cho74]

[CS02]

[EKO00]

[EN95]

[FPPZ04a)

[FPPZ04b]

[GS97]

[GZ98]

[INOO]

[KPPO3]

[LHR97]

[McMO98]

[MP91]

[MP95]

[OSRY3]

Y. Choueka. Theories of automata on w-tapes: A simplified approach. J. Comp. Systems Sci.,
8:117-141, 1974.

M. Colon and H. Sipma. Practical methods for proving program termination. In E. Brinksma
and K. G.Larsen, editors, Proc. 14" Intl. Conference on Computer Aided Verification (CAV’02),
volume 2404 of Lect. Notes in Comp. Sci., Springer-Verlag, pages 442-454, 2002.

E.A. Emerson and V. Kahlon. Reducing model checking of the many to the few. In 17th
International Conference on Automated Deduction (CADE-17), pages 236-255, 2000.

E. A. Emerson and K. S. Namjoshi. Reasoning about rings. In Proc. 22nd ACM Conf. on
Principles of Programming Languages, POPL’95, San Francisco, 1995.

Y. Fang, N. Piterman, A. Pnueli, and L. Zuck. Liveness with incomprehensible ranking. In Proc.
10" Intl. Conference on Tools and Algorithms for the Construction and Analysis of Systems
(TACAS’04), volume 2988 of Lect. Notes in Comp. Sci., Springer-Verlag, pages 482-496, April
2004.

Y. Fang, N. Piterman, A. Pnueli, and L. Zuck. Liveness with invisible ranking. In Proc. of
the 5" conference on Verification, Model Checking, and Abstract Interpretation, volume 2937 of
Lect. Notes in Comp. Sci., pages 223-238, Venice, Italy, January 2004. Springer-Verlag.

V. Gyuris and A. P. Sistla. On-the-fly model checking under fairness that exploits symmetry. In
O. Grumbery, editor, Proc. Proc. 9" Intl. Conference on Computer Aided Verification, (CAV’97),
volume 1254 of Lect. Notes in Comp. Sci., Springer-Verlag, 1997.

E.P. Gribomont and G. Zenner. Automated verification of szymanski’s algorithm. In B. Steffen,
editor, Proc. 4" Intl. Conference on Tools and Algorithms for the Construction and Analysis
of Systems (TACAS’98), volume 1384 of Lect. Notes in Comp. Sci., Springer-Verlag, pages
424-438, 1998.

B. Jonsson and M. Nilsson. Transitive closures of regular relations for verifying infinite-state
systems. In S. Graf and M. Schwartzbach, editors, Proc. 6! Intl. Conference on Tools and
Algorithms for the Construction and Analysis of Systems (TACAS’00), volume 1785 of Lect.
Notes in Comp. Sci., Springer-Verlag, 2000.

Y. Kesten, N. Piterman, and A. Pnueli. Bridging the gap between fair simulation and trace
inclusion. In W. Hunt Jr and F. Somenzi, editors Proc. 15" Intl. Conference on Computer
Aided Verification (CAV’03), pages 381-392, Boulder, CO, USA, August 2003.

D. Lesens, N. Halbwachs, and P. Raymond. Automatic verification of parameterized linear
networks of processes. In 2/th ACM Symposium on Principles of Programming Languages,
POPL’97, Paris, 1997.

K.L. McMillan. Verification of an implementation of Tomasulo’s algorithm by compositional
model checking. In A.J. Hu and M.Y. Vardi, editors, A.J. Hu and M.Y. Vardi, editors, Proc.
10t" Intl. Conference on Computer Aided Verification (CAV’98), volume 1427 of Lect. Notes in
Comp. Sci., Springer-Verlag, pages 110-121, 1998.

Z. Manna and A. Pnueli. Completing the temporal picture. Theor. Comp. Sci., 83(1):97-130,
1991.

Z. Manna and A. Pnueli. Temporal Verification of Reactive Systems: Safety. Springer-Verlag,
New York, 1995.

S. Owre, N. Shankar, and J.M. Rushby. User guide for the PVS specification and verification
system (draft). Technical report, Comp. Sci.,Laboratory, SRI International, Menlo Park, CA,
1993.

175



[PRZ01]

[PXZ02]
[Sha00)
[Szy88]

[Var91]

[ZP04]

{ y: array[l..N] of [0..N]

m: array[l..N] of [0..4]
O: Vi:n[i]=0 A y[i]=0

ENOBRRZEXE

T: < m(i): Vj#i:

T3(i) : Vj#i:
T4(1): Vj#£i:
| Tid Vj:

(i) : Vi k#4:

w[i] = 0 A 7'[] € {0, 1}A

pres(w[j], yli], y[s])

w[i] = LA @'[i] = 2 Ay'[§] < y'[1]

A( yli] =0 & ¢/[j] = OA )
ylil < ylk] < ¥'[5] < y'[K]

Npres(r[j])

w[i] =2 A (y[5] = 0V y[5] > yli])

AT'[i] = 3 A pres(z[j], y[i], y[5])

w[i] = 3 AT'[i] = 4N

pres([j], y[i], y[4])

w[i) =4 AT'[i] = 0AY'[i] = 0A

pres(r(j],y[5])

pres(r(j],y[5])

T {n(2),m2(i),73(3), 7a(d) | i €[1..N]}

C: 0

Figure 6.10: BFTS for Program BAKERY
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6.A BFTS’s and Auxiliary Constructs

6.A.1

BFTS:

Program BAKERY

See Fig. 6.10.

176



Auxiliary Constructs The auxiliary constructs for Program BAKERY with minid are:
R (at_Loa[i] <> y[i] = 0) A
i Vi [(ate3,4[¢] — minid =) ) "
Vi) - [(minid#i v y[j]>y[i]/\y[i]7é0V]
ylil = 0) A (yli] = yls] — yli] = 0)

pend, 1 @, N at_{12[7]

£| For j==z For j # z
1| at_t]7] 0
) 2| at_Lolz] N | at_Lalz] N at_Lo[j
(held]). - mini([i]z z| A mi[n]id =j g
310 at_Lo[z] N at_L3[j]
410 at_lo[z] N at_Ly[j]
K‘Forj:z‘ For j # z
1lat_ti[z] |0
GeliDa: | 2| at-taglz] |C(2,5,{2})
310 ((2,5,{2,3})
410 ¢(z,7,{2,3,4})

where ((z,7,A) = at_li[z] V at_la]z] A ylz] > y[j] A at_La[j].

Pre-order relation for non-minid-version Let a:7[j] =2 — y[z] < y[j], B:7[i] =2 Ay[i] <
y[4], and v(L): [j] € L — y[2] < y[j]. The pre-order is described in Fig. 6.12.

6.A.2 Program TOKEN-RING

Symbolic Assertions

‘ ‘ k=0 ‘ k=1 ‘ k=29 ‘
hi[1] 0 at_£i[1] A tloc=1 0
hili],i > 1 at_Li[1] A at_Lg[i] A tloc =1

Symbolic Ranking

6¢[1]: 0

0] at_tq[1]

04[] : 0

0gld] : at_i[1] A )

(1 <tloc<i A at_£y1]i] V tloc =1)
0t : at_li[1] A
[ 1 < tloc<i A at_lyq[i] V ] for

a'e

tloc =1 A at_£y[i]) i>1
04 [d] = at_t1[1] A
1 <tloc<i A at_ly[i] V
[ tloc=1 N at_{[i] ]
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6.A.3 Program DINE

BFTS: See Fig. 6.11

Abstract Pending Sets

(y[N] — w[N] < 2)
oA = A (w[1] >1 = 7[N] < 2)
= A (y[l](—) ( m[N] <2 A ))

w[1] < 2
(y[i—1] — 7[i—1] < 2)
oA (ii—1) = A (w[i—1] > 2 T w[]i] <2)
ALV . nli-1]<3 A
" (ym @ ( nli] < 2 ))
y[IN -1 = 7N —-1] < 2

oh = (/\ w[N—-1]>2— 7n[N] <3 )

=N T[N—-1<3 A

" (y[N] - ( m[N] <3 ))

Symbolic Ranking and Helpful Sets Forevery j=2z+1,...,N—1:

hifj]: F
hylgl: w[i—1] =2 A nora[j—1] A
il =2 A —nvrs[j]
hgljl: wi—1]=2 A noralj—1] A
m[j]=3 A —yli]
hilg]: w[i—-1] =2 A nora[j—1] A
il =4 A —yld]
0t T
65 [j]: —morg[j] A
(w[i—1] =2 A nvre[j—1] = w[j] < 3)
08 [4]: —norafji] A
(w[j—1] =2 A nora[j—1] — 7[j] < 4)
ol T
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. Jy,nury,nury - array [1..N] of bool

v {w : array [1..N] of [0..4]}
O: Vi.(n[i]] =0 A yli]
(10(3) : Vj#1i:

(7i] = 0A7'[i] € {0,1} A
pres(y[i], nvry[i], nurg[i]) /\]
| pres(xlil, ylj], nor ], nor[j])
m(i): Vj&{i,iel}:
(7[i] = 1 A @'[i] = 2 A pres(nvri[i], nora[i])
(i <N = (yli] A—y'li] Apres(yli + 1))
(i =N — (y[1] A —y'[1] A pres(y[N])))
pres(n[i @ 1], nur1[i @ 1], nure[i ® 1))
| pres(ali, ylf], nor 4], nor[3])
V
(—nory[i] A nori[i] A pres(n[i], y[i], nora[i]) /\]

> > > >

pres(n[i @ 1], y[i & 1], nur1[i & 1], nora[i & 1]) A
| pres(ali), i, mor ], norals)

(i) : Vi&{i,id1l}:

(7[i] = 2 A @'[i] = 3 A pres(nvry[i], norg[i])

(6 < N > (gfi + 1] A=/li + 1] A pres(yli]))
(i =N — (y[N] A —~y'[N] Apres(y[1]))
pres(ni @ 1], nur1[i @ 1], nure[i ® 1))

(pres (g, yljl, nora[f], nors[j1))

\

(—nora[i] A norhli] A pres(n[i], y[i], nor[i])
pres(n[i ® 1], y[i & 1], nvr1[i & 1], norali & 1]) A
| pres(ali], ylj], nor1 ], nor[3])

T3(1) 1 Vj#i:

(n[i] =3AT[i] =4 /\]

> > > >

>

pTes(y[i], TLUTl[’i], TLU’I"Q[’i]) N
(pres(n[j], y[j], nuri[j], nora[s])
T4(i): Vi {i,il}:

(7[i] = 4 A 7'[i] = 0 A pres(nvr[i], nora[i]) /\]

>

YAyl ® 1]
pres(wli @ 1], y[i ® 1], nvr1[i ® 1], nura[i ®1]) A
(pres(m[j], y[j], nur1[j], nvra[j])

(Tid : Y :pres(n[jl, y[s], nori[j], nura[j])

J: {n(i),m(2),13(1),74(?) | i € [1..N]}

Figure 6.11: BFTS for Program DINE
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| 7] | 72[J] | ] | 7ay]
i=j J#FzAT[Z]=2Aa j==z j==%
g || vV j#z2 \Y V (r[z]=2Aa V 7wz]=2Aa
vV wz] =2 i=j=zAn[z]=1 Ar[j] # 3) Arlj] < 3
i=7 j=zVmz]=1 j=zVwz]=1
il j#z v B V oi=jAn[j]#3 V i=jA7n[j]<3
v oall=2 | v oali]#2 VoiFGA@GI €423}V | vV o i#iA ()] <2
vV j#z2Nylz] <yli] BV ylz] <yli) v ? Vy[Z][<]y[j]))
. (== 2)A i=jVj=2z ’:ﬂj.’\f’:2
il | jr[f]zﬂ (n[2] =1V B v BVrli=3 v 5(\5..4[;] 3
valil =3V a) Vo v(2,3) V orl]=1vj=2
£ =(i=j=2)A j=zVp i=jVji=z
nlil |, AN (r[2] =1V B V oi#jATli]>2 vV Bvali]>2
mle] = vali] > 2V a) vV ov(2,3) Voov(2.4)

Figure 6.12: Pre-order for Program BAKERY
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Chapter 7

Conclusions

We have considered verification of two types of infinite-state systems. For systems that use a push-
down store as a memory device we provide algorithms that extend the automata-theoretic approach
for reasoning about infinite-state systems. We solve the linear-time model-checking problem with
respect to pushdown and prefix-recognizable systems. We give the first solution for linear-time
model checking with respect to prefix-recognizable systems. We establish that the problems of
model-checking with respect to prefix-recognizable systems and to pushdown systems with reg-
ular labeling are intereducible. We extend the automata-theoretic framework to handle global
model-checking for both branching-time and linear-time specifications. We consider the case where
the specification is non-regular and show that we can model-check pushdown specifications with
respect to finite-state systems but not with respect to context-free systems. We introduce the
class of micro-macro stack graphs and offer model-checking solutions for both branching-time and
linear-time specifications.

Our model-checking algorithms (both local and global) generalize to the logic CARET, which
can specify non-regular properties [AEM04]. We believe that our global model-checking algorithms
generalize also to micro-macro stack systems as well as high order pushdown systems [KNUO03,
Cac03].

Cachat et al. consider games over pushdown arenas where the winning condition is to visit some
configuration infinitely often. They show that this winning condition is topologically more complex
than the standard winning conditions normally used in such games [CDT02]. Walukiewicz et al.
show that this result can be generalized to winning conditions that are Boolean combinations of
the Biichi condition and the requirement that the size of the store be unbounded (termed ezplosion
condition) [BSWO03]. Gimbert extends this result to Boolean combinations of explosion condition
and the more general parity condition [Gim03]. Recently, Serre showed games whose winning
conditions are of increasing topological complexity that are decidable [Ser04]. We are working on
extending the automata-theoretic framework to infinite-state systems to give a uniform solution for
this type of games.

Since their introduction in [Cau96|, prefix-recognizable graphs have been thoroughly studied.
As a few examples we mention games on prefix-recognizable graphs [Cac02], characterization of
languages accepted by prefix-recognizable graphs [Sti00], and prefix-recognizable structures [Blu01].
There are also many equivalent ways to represent prefix-recognizable graphs, using rewrite rules,
as the outcome of regular restriction and inverse regular substitution on the infinite binary tree
[Cau96], as monadic second-order logic interpretations in the infinite binary tree [Blu01], and as
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graph equations [Cau96, Bar97]. All these issues need to be studied for micro-macro stack graphs.

The type of micro-macro partition of states with an ability to read the entire stack, can be ap-
plied also to high-order pushdown automata. Adding this ability to high-order pushdown automata
of level ¢, produces graphs that are configuration graphs of high-order pushdown automata of level
i+1 (but not all level i+1). Thus, by using this transformation we gain ‘half a level’. Reasoning
about such systems, however, is as complex as reasoning about the class of systems of level n+1.
Further research is needed in order to understand exactly what is gained by using this type of
transformation and whether the complexity involved in reasoning about micro-macro stack cannot
be improved.

For parameterized systems, we provide a heuristic for proving liveness properties. Our heuristic
is based on automatic generation of the auxiliary assertions needed by a deductive rule for proving
liveness properties and proving the premises of the proof rule by finite state methods using a small
(or modest) model theorem. We show how our framework can handle expressions containing +1
and universally quantified helpful assertions.

As mentioned, in some cases, universally quantified assertions are not sufficient to complete the
deductive proof. For such cases, we show how to combine universally and existentially quantified
assertions. By iterating the computation of universal and existential assertions we can get better
approximations of the concrete sets we wish to capture. This process either reaches a fixpoint or
captures exactly the concrete set. In both cases, further research is needed in order to be able to
set the size of the instantiation on which the concrete set is computed so that this computation
produces best results for all sizes of instantiation. In addition, we would like to continue applying
this heuristic for other examples as well as to larger classes of systems.
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