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Abstract— In many real-world scenarios, in contrast to stan-
dard benchmark optimization problems, we may face some
uncertainties regarding the objective function. One source
of these uncertainties is a constantly changing environment
in which the optima change their location over time. New
heuristics or adaptations to already available algorithms must
be conceived in order to deal with such problems. Among
the desirable features that a search strategy should exhibit
to deal with dynamic optimization are diversity maintenance,
a memory of past solutions, and a multipopulation structure
of candidate solutions. In this paper, an immune-inspired
algorithm that presents these features, called dopt-aiNet, is
properly adapted to deal with six newly proposed benchmark
instances, and the obtained results are outlined according to
the available specifications for the competition at the Congress
on Evolutionary Computation 2009.

I. INTRODUCTION

For many years optimization heuristics have been studied

in order to solve general problems that can be applied in real-

world [1], [2]. Most of those problems usually present several

constraints that may represent a limited resource, a minimal

requirement, or a range of feasible values. Additionally,

some of them are associated with challenging scenarios in-

volving noisy objective function evaluation, costly objective

functions, or functions that change over time (i.e., dynamic

functions).

Although most optimization techniques focus on the opti-

mization of static, non-changing problems, many real-world

optimization problems are actually dynamic, like the network

routing problem, blind FIR equalization of time-varying

channels [3], [4], and dynamic traveling salesman problems

[5]. In dynamic optimization, not only the attributes of the

optimization function may change over time, but there may

also be certain variants of the actual goal of the optimization

problem, including a redefinition of the domain of variables

[6]. To efficiently solve a dynamic optimization problem,

the search strategy needs to efficiently find high-quality

solutions, but it also has to cope with the constant variation

of the optimization surface, being capable of tracking those

solutions in response to the displacement promoted by the

varying conditions.
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As pointed out by Branke [6], the desirable features of an

optimization algorithm in order to deal with such class of

problems are the following:

• Diversity Creation: the algorithm must be capable of

generating diverse solutions;

• Diversity Maintenance: the algorithm should avoid the

convergence of every solution into one single optimum;

• Memory of solutions: some past good solutions may

become good start points to find a new global optimum;

• Multipopulation: with several populations searching in

parallel and obeying the above features, the algorithm

becomes more robust and so it may explore the search

space more efficiently.

One class of immune-inspired algorithms, based on ar-

tificial immune network principles and named aiNet family

[7], already presents each one of the above features naturally

incorporated within its meta-heuristic framework, thus being

great candidates to deal with dynamic problems.

One of the aiNet-based algorithms created specifically

for dynamic optimization is the one called dopt-aiNet [8]

(Artificial Immune Network for Dynamic Optimization), that

improves the original opt-aiNet [9] (created for static opti-

mization problems) by introducing a set of complementary

mutation operators and a better mechanism to maintain the

diversity of solutions. In this paper, the dopt-aiNet algorithm

will be adopted to deal with the benchmark problems of

the competition on Dynamic Optimization to be held at

the Congress of Evolutionary Computation 2009 [10]. The

adaptations to be introduced to the original version of dopt-

aiNet are motivated by the limited resource available to the

algorithm at each time frame of the changing environment.

This paper is organized as follows. Section II presents

some general conceptual aspects of Artificial Immune Sys-

tems and its dynamic optimization extension, named dopt-

aiNet. The modifications made to the original version of

the dopt-aiNet algorithm is presented in Section III. The

experimental methodology employed and the obtained results

will be outlined in Section IV. Finally, the concluding

remarks of the paper and further steps of the research will

be presented in Section V.

II. ARTIFICIAL IMMUNE NETWORK FOR DYNAMIC

ENVIRONMENTS

In this section, the main conceptual aspects associated

with this work will be presented. First, a brief description

of Artificial Immune Systems and its characteristics will be
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given, followed by an explanation of the original dopt-aiNet

algorithm.

A. Artificial Immune Systems

The Artificial Immune System (AIS) paradigm was created

from attempts to model and apply immunological princi-

ples to problem solving in a wide range of areas such as

optimization, data mining, computer security and robotics

[11]. When devoted to the solution of optimization problems,

the algorithms developed based under this paradigm present

three advantages over other population-based strategies: (i)

they are inherently able to maintain population diversity (as

modules with some resemblance with niching and fitness

sharing are intrinsic parts of them); (ii) the size of the popu-

lation at each generation is automatically defined according

to the demand of the application; and (iii) local optimal

solutions are simultaneously preserved once located.

One branch of AIS algorithms follows the framework

developed by de Castro & Von Zuben [12], named aiNet,

which is based on the clonal selection theory [13] and

the Jerne’s immune network theory [14], which presents

mechanisms for stimulation inhibition of immune cells. In

the particular case of this work, all the immune-inspired

algorithms consider only suppression, which corresponds to

the elimination of some of the self-recognizing cells [7]. One

algorithm of the aiNet family was conceived to optimize

continuous functions and was named opt-aiNet [9], as an

extension of the aiNet framework to deal with multimodal

optimization problems. The pseudo-code of the opt-aiNet

algorithm is given in Alg. 1.

In contrast with Genetic and Evolutionary Algorithms, in

AIS the population of the algorithms is composed of cells, the

main mechanism of reproduction is cloning (which generates

identical copies of cells), and the only operator adopted

for genetic variability is mutation, which is performed at

high rates. Also, the network suppression mechanism is

responsible for the elimination of redundant solutions.

Algorithm 1 The opt-aiNet algorithm.

cell = generate initial solutions();

while stop condition not met do

for each cell i do

clones = clone(celli);

mutated clones = mutate(clones);

celli = select(mutated clones ∪ celli);

end for

network suppression();

insert new cells();

end while

From Algorithm 1 we can see that the opt-aiNet meta-

heuristic consists of simple procedures. First, the cell popula-

tion is initialized by generating uniformly distributed random

samples in the search space. After that, the algorithm enters

its main loop where, for each cell, Nc clones are generated

and mutated by means of a Gaussian operator (see Eq. 1) and

then the original cell is replaced with the best clone if it has

a better objective-function value. After every cell is mutated,

the algorithm starts the process of network suppression,

where it tries to detect redundancy: if two solutions are within

a distance threshold (using Euclidean measure), the algorithm

removes the worst one, thus maintaining the diversity. Subse-

quently, new solutions are randomly generated and inserted

into the population in order to increase diversity. Finally, the

process enters a loop until a stop condition is met.

The mutation operator can be described as:

c′ = c + α × N(0, 1), (1)

where c is the clone, c′ is the mutated clone, α is the step

size (user defined) and N(0, 1) is a Gaussian random vector

of 0 mean and unitary variance.

It is also easy to notice that the suppression and insertion

procedures are responsible for a dynamic variation on the

population size. It works just like an implicit objective of

delegating each cell to a single optima, by discouraging that

two or more cells explore the same region of the search

space. Thus, the algorithm not only aims at finding the global

optimum, but also a number of local optima as well.

B. The dopt-aiNet algorithm

The dopt-aiNet algorithm was proposed by de França et

al. [8] aiming at improving the original opt-aiNet algorithm

to deal with dynamic environments. New supplementary

operators are created, devising a better distance measure to

use within the suppression phase and dividing the multiple

cells into Active Population and Memory Population (each

cell can be seen as a single population, since it independently

evolves to the nearest local optimum by using a radius of

influence).

Regarding the mutation operators, in order to quickly

locate the nearest local optimum, the Gaussian mutation was

modified and two other mutation operators were created.

The change in the Gaussian mutation was made in the

step size, which is now automatically calculated with a

Golden Section procedure [15]. One of the new mutation

operations included in dopt-aiNet is the one-dimensional

mutation: given a problem in �n, n clones are generated

and each one suffers a Gaussian mutation in only one of the

problem’s dimension. The other mutation operator included

in this algorithm is the so called Cell Duplication, in which

a given variable is randomly selected and its value is copied

to the other variables as long as the objective-function value

is improved.

Concerning the distance measure used in the suppression

phase, it was created a new measure called Line Distance.

Given two points, A and B, this distance is calculated by

taking the middle point, C, between them, and using these

three points to build vectors on the n + 1-dimensional space

by using the objective-function value as the last variable

(A′ = [A, f(A)], B′ = [B, f(B)], C′ = [C, f(C)]). There-

fore, the distance measure is given by the distance between

the point C′ and the line formed by the points A′ and B′.
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If both A and B are on the same local optimum, the line

formed between A′ and B′ will be close to the local optimum

contour and, thus, the point C′ will have a small distance to

this line. But if they are on different optima, then the line

will just intersect the contours, and the middle point will

most likely have a larger distance to this line.

Finally, the population of cells is divided into Active

Population and Memory Population: whenever a cell has

supposedly found a local optimum (inferred by a number of

iterations without any improvement) it is transferred to the

Memory Population, where it will no more participate on

the mutation procedures, but it will just be a reference to the

suppression operations. From time to time, a given cell from

this population is selected and its objective-function value is

recalculated in order to detect a change in the environment,

if this is the case, every Memory cell is copied back to the

Active Population.

In [8], some experimental points to a high potential of

dopt-aiNet to deal with static and dynamic environments

under different conditions.

III. REDUCING THE COMPUTATIONAL BURDEN OF

DOPT-AINET

Although the new procedures created for dopt-aiNet makes

the algorithm more robust regarding the optimization of the

objective-function and the tracking of moving optima, they

are also computational costly. Although each procedure can

be natively parallelized, making it able to be applied even

on a fast-paced changing environment, in the CEC’2009

competition the frequency of change of the objective function

and the performance measures are based on the number

of function evaluations. So there would be no gain in

parallelization in this situation. In order to make dopt-aiNet

more competitive, some adaptations in relevant mechanisms

of the algorithm were made.

The most drastic modification was the removal of the

two new mutations operators: one-dimensional mutation and

cell duplication. Although they tend to improve the perfor-

mance of the algorithm by reducing the amount of iterations

necessary to reach a local optima, they tend to consume a

lot of function evaluations (they both perform n function

evaluations each time) making the algorithm not suitable to

the competition.

Also, after every cell has converged (or the average

objective-function value has no significant change over itera-

tions) the suppression and insertion operations are performed

together with a replacement of the worst cells. This stim-

ulates that the memory repertoire are constantly changing.

The threshold value for this significance was adopted as 0.1
following the imposed condition:

|avgf it() − old avg| < 0.1 (2)

In order to detect when the environment has changed, each

cell is evaluated before the cloning process, so the mutation is

always based on the updated value of the objective-function.

In the Gaussian mutation process, the Golden Section is

limited to search within the range of values of [−0.01; 0.3]
(empirically defined) and also the search was limited to

20 function evaluations. With these limitations the Golden

Section cannot find the optimal value for the step size but it

is still better then using a constant user-defined value.

Another limitation imposed was the number of clones per

cells, that was reduced to just 1. The rationale to this is, given

that we use the Golden Section to find the best step size, with

just one clone the cell is already likely to improve and, thus,

reducing the number of function evaluations required per cell

in each iteration.

Finally, the population size is started with 10 cells and

limited to a maximum of 50 cells. The use of a Memory

Population becomes obsolete, since we work with a small

and constantly changing population (also excluding the extra

cost of maintaining and checking another population). The

final parameter left is the cell suppression threshold, that was

set empirically to 5. This value is good enough to reveal cells

belonging to the same optimum without discarding much of

those that were apart.

IV. EXPERIMENTAL RESULTS

In this section the methodology proposed in [10] will

be briefly described and the results will be presented in

the required format, together with a table of scores. The

total mark score will be compared to a simple PSO in two

versions, one without any modification (named here as PSO)

and another one that restarts whenever the environment

changes (called here as rPSO). In other words, rPSO is

informed when the environment changes, so that it is solving

several different static optimization problems. It is important

to notice that the dopt-aiNet algorithm will not be informed

of any change except when the dimension of the problem

changes (as it will be described bellow). The objective of

these comparisons are twofold: to find out how a well-known

algorithm performs in this situation without any modification

(PSO), and to show how an algorithm that is already meant

to deal with such scenario (dopt-aiNet) is better than just

restarting the algorithm at any detection of change (rPSO).

A. Methodology and Functions

A dynamic optimization problem on this benchmark

framework is defined as:

F = f(x, φ, t), (3)

where F is the optimization problem, f is the objective

function, x is a feasible solution in the search space, t is the

real-world time and φ is the system control parameter, which

determines the solution distribution in the objective-function

landscape. The dynamism is associated with a deviation of

the solution distribution from the current configuration by

tuning the system control parameters as:

φnext = φcurrent ⊕ Δφ, (4)

where Δφ is the deviation.
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Additionally, to simulate real world problems, some sce-

narios promote changes in the dimension of the problems

according to Eq. 5, thus leading to a more challenging

environment.

Dnext = Dcurrent + sign × ΔD, (5)

with ΔD being the quantity of change and sign is the

indication of increase or decrease in the number of variables.

The functions used to create this benchmark framework

are depicted in Table I. These functions were then rotated,

composed and combined to form 6 different problems with

different degrees of difficulty.

With that, the following test problems were created:

F1: Rotation peak function (with 10 and 50 peaks)

F2: Composition of Sphere’s function

F3: Composition of Rastrigin’s function

F4: Composition of Griewank’s function

F5: Composition of Ackley’s function

F6: Hybrid Composition function

The basic parameters of the test problems are described in

what follows:

Dimension: n(fixed)= 10; n(changed)∈ [5, 15]
Search range: x ∈ [−5, 5]n

Change frequency: frequency = 10, 000 ∗ n

The number of changes: num change = 60
Period: p = 12

A total of 7 dynamic scenarios with different degrees of

difficulty were proposed:

small step change: a small displacement;

large step change: a large displacement;

random change: Gaussian displacement;

chaotic change: logistic function;

recurrent change: a periodic displacement;

recurrent with noise: the same as above but the

optimum never returns exactly to the same point;

changing the number of variables: the dimension

of the problem varies.

All the parameters regarding the dynamic displacements

and a more detailed explanation of the inner process of this

framework can be found in [10] and is omitted here.

B. Results and Discussion

The results were generated considering 20 runs on an

Athlon64 3500+ machine with 1GB of RAM, compiled with

gcc and under Windows XP Operational System. For each

test function in each scenario, it was calculated the average

absolute distance from global optima (Eq. 6) at the end of

each test case scenario, the average relative distance to the

global optima from a sampled set of evaluations (Eq. 7) and

a weighted score calculated as described in [10]. Also it was

evaluated the average best, average worst, average mean and

standard deviation of the distance between the best solution

and the global optimum at that given time during a sampling

period of time for each problem.

Elast(t) = |f(xbest(t)) − f(x∗(t))| (6)

E(t) =

f(x∗(t))
xbest

1 +

∑
1− f(x∗(t))

xbest sampledset
change frequency×dimension

sample frequency

, (7)

Eqs. 6 and 7 are devoted to minimization problems. For

maximization problems, the inverse of the fraction
f(x∗(t))

xbest

should be used instead.

In Table II we can see the general performance of dopt-

aiNet on these benchmark experiments. The best way to

analyze these results is by looking at the average relative

distance and score values, as they depict how close, in

average, the algorithm was from the optimum during the

optimization process (not just by the end of the run but during

the whole optimization). At the first problem, that presents

just a few peaks (alternating from 10 to 50), the algorithm

had the best performance in each of the proposed scenarios.

At the third and the sixth functions (composition of Rastrigin

and hybrid composed functions, respectively) the algorithm

presents a worse performance due to the difficulty in finding

the global optima even when the environment is static (the

longer it takes for the algorithm to find the optimum the lower

the score). At the other functions, the dopt-aiNet algorithm

performed fairly well and can be competitive with other

approaches.

When comparing total mark score with PSO and rPSO, in

Table III, we can see that the performance of the PSO without

restarting is much worse, as expected, than the other two

algorithms, and that the score of dopt-aiNet when compared

to the informed PSO is about 20% better, pointing out that

the proposed meta-heuristic is capable of using the past expe-

riences and multipopulational approach to deal with dynamic

environments, even though with some features of the original

dopt-aiNet being stripped out in these experiments.

Tables IV to IX provide more detailed information about

the results for each function at each scenario as it depicts

the average mean, best and worst error values (difference

between the global optimum and the best result found so far).

It is specially useful to look at the best and mean average,

the first one because it shows how close the algorithm got

from the optimum during the entire scenario and the second

because it shows the speed of convergence (from Eq. 7, if

we have a lower average it means the algorithm has found

a good result sooner, since the average is taken from several

different instants of the optimization process). Regarding F1,

Table IV confirms what was pointed out earlier that dopt-

aiNet could find good results quickly for this function, no

matter the scenarios. For function F2, on Table V, the results

indicate that, although the algorithm was able to get close to

the optima, it still struggled along the search in some of the

scenarios, specially T5 (recurrent change) where its average

mean was very high compared to the other cases.

About F3, Table VI shows that the dopt-aiNet had some

difficulties in finding the global optimum as its best values
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TABLE I

DETAILS OF THE BASIC BENCHMARK FUNCTIONS

name function range

Sphere f(x) =
∑n

i=1 x2
i [-100,100]

Rastrigin f(x) =
∑n

i=1 (x2
i − 10 cos(2πxi) + 10) [-5,5]

Weierstrass f(x) =
n∑

i=1

(
kmax∑

k=0

[ak cos(2πbk(xi + 0.5))]) − n
kmax∑

k=0

[ak cos(πbk)]

a = 0.5, b = 3, kmax = 20 [-0.5,0.5]

Griewank f(x) = 1
4000

∑n

i=1(xi)
2 −

∏n

i=1cos( xi√
i
) + 1 [-100,100]

Ackley f(x) = −20 exp(−0.2

√

1
n

n∑

i=1

x2
i ) − exp( 1

n

n∑

i=1

cos(2πxi)) + 20 + e [-32,32]

TABLE II

AVERAGE ABSOLUTE DISTANCE FROM GLOBAL OPTIMA, AVERAGE

RELATIVE DISTANCE FROM GLOBAL OPTIMA AND SCORE OBTAINED BY

DOPT-AINET IN THE 6 PROPOSED PROBLEMS UNDER THE 7 DIFFERENT

SCENARIOS.

problem change type avg. abs. avg. rel. score

1 1 (10 peaks) 0.13528 0.902411 0.0135362

1 1 (50 peaks) 0.364426 0.894062 0.0134109

1 2 (10 peaks) 5.86683 0.75644 0.0113466

1 2 (50 peaks) 4.74855 0.79796 0.0119694

1 3 (10 peaks) 4.25452 0.763523 0.0114528

1 3 (50 peaks) 5.25312 0.791155 0.0118673

1 4 (10 peaks) 5.35633 0.775512 0.0116327

1 4 (50 peaks) 2.65653 0.806397 0.012096

1 5 (10 peaks) 4.43562 0.706345 0.0105952

1 5 (50 peaks) 2.86407 0.742108 0.0111316

1 6 (10 peaks) 9.94074 0.674239 0.0101136

1 6 (50 peaks) 6.83305 0.706515 0.0105977

1 7 (10 peaks) 4.21102 0.769844 0.00769844

1 7 (50 peaks) 4.41727 0.785618 0.00785618

2 1 0.0984018 0.732236 0.0175737

2 2 8.12093 0.504531 0.0121088

2 3 17.9979 0.478578 0.0114859

2 4 1.06527 0.658821 0.0158117

2 5 101.384 0.305631 0.00733513

2 6 6.51929 0.503996 0.0120959

2 7 3.73853 0.570433 0.00912693

3 1 810.83 0.0151338 0.000363212

3 2 1078.75 0.00836012 0.000200643

3 3 1073.43 0.00852786 0.000204669

3 4 1031.53 0.00586033 0.000140648

3 5 1023.9 0.018781 0.000450745

3 6 1186.9 0.00516513 0.000123963

3 7 1061.83 0.00880818 0.000140931

4 1 1.42272 0.66186 0.0158847

4 2 122.441 0.289467 0.00694722

4 3 98.6688 0.387061 0.00928945

4 4 4.26323 0.570938 0.0137025

4 5 304.566 0.153231 0.00367754

4 6 12.6334 0.454639 0.0109113

4 7 52.901 0.424358 0.00678973

5 1 40.8943 0.387405 0.00929773

5 2 34.4531 0.361252 0.00867004

5 3 34.942 0.357802 0.00858724

5 4 120.637 0.283915 0.00681397

5 5 943.223 0.0599851 0.00143964

5 6 480.337 0.13306 0.00319345

5 7 219.466 0.233935 0.00374296

6 1 20.4434 0.462213 0.0110931

6 2 391.196 0.137545 0.00330109

6 3 456.441 0.118135 0.00283523

6 4 83.9698 0.362031 0.00868876

6 5 845.862 0.0341991 0.000820778

6 6 482.207 0.106351 0.00255242

6 7 372.474 0.13733 0.00219729

Total mark (100*sum(score)): 38.2904

TABLE III

COMPARISON OF THE TOTAL SCORE AMONG DOPT-AINET, PSO AND

RPSO

dopt-aiNet PSO rPSO

Total mark score: 38.2904 0.0014 31.5992

were very high in each one of the scenarios, perhaps caused

by the lack of the two supporting mutations and limited re-

sources that was available. Concerning F4, depicted in Table

VII, the dopt-aiNet got very close to the global optimum

although it presents a slow convergence rate in some of the

scenarios (T2, T3, T5 and T7). On average, however, it can

be considered a good performance since we are dealing with

a multimodal function with many local optima. F5, as shown

on Table VIII, produces a similar result when compared to

F4, as it stays close to the global optimum, also presenting

the same slow convergence rate in some of the scenarios.

Finally, Table IX presents again a behavior similar to what

has been observed on highly multimodal functions, as it is the

case here, of slow convergence to the optimum, exceptionally

for T5 where again it was not much close, but it still

had presented much improvement over the average worst,

implying that the algorithm started with a bad solution and

has tried to optimized as far as it could along the available

function evaluations. Figure 1 shows the convergence plot

for each function on the experiments with a fixed dimension

(T1 to T6).

The source code of the dopt-aiNet algorithm and the output

obtained for the benchmark problems can be found at http:

//sites.google.com/site/fabricioolivetti/

toolboxes/DBG_dopt_src.zip and http:

//sites.google.com/site/fabricioolivetti/

toolboxes/DBG_dopt_relat.zip, respectivelly.

V. FINAL COMMENTS

In this paper the dopt-aiNet algorithm, proposed as an

extension of the opt-aiNet for dynamic environments, was

adapted and tested against a set of benchmark instances with

different challenging scenarios on dynamic optimization. The

original algorithm was submitted to some modifications,

having some of its mutation operators removed and adjusted
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to use limited resources in order to act more promptly toward

the production of competitive results.

The results have shown that the adjusted dopt-aiNet could

track the global optima very fast most of the time, except for

one of the functions as it could not reach the global solution.

For now, a simple comparison was made with a PSO algo-

rithm that is restarted at each time the environment changes.

One of its remarkable feature, the dynamic population size

for maintaining diversity, could not be properly utilized on

this experimental setup due to the restrictive total number

of evaluations and, thus, the diversity of solutions may have

produced a negative effect on the results.

But, since the dopt-aiNet is a parallel algorithm (the

evolution of each cell does not depend on the entire network

most of the time) and nowadays the cost of multiprocessing

has become affordable by means of multicore programming

or graphic cards’ multiple gpu programming (like NVidia’s

CUDA), the algorithm could be used without any modifica-

tions to improve its overall performance.

As future work, we intend to unify the mutation operators

into a single one, that is capable of making the current

solution converge to the nearest local optima as quick as

possible, create a self-adjustable network of cells and a more

efficient separation of active and memory population in order

to spare some function evaluations by detecting when a given

cell cannot be improved anymore.
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TABLE IV

ERROR VALUES ACHIEVED FOR PROBLEMS F1

Dimension(n) Peaks(m) Errors T1 T2 T3 T4 T5 T6

10 10 Avg best 0.0048 0.0027 0.0052 0.0076 0.0052 0.0087

Avg worst 5.1786 46.1036 41.4286 37.0052 19.5234 71.4790

Avg mean 0.1353 5.8667 4.2545 5.3563 4.4356 9.9407

STD 1.0061 10.2772 8.1828 8.9414 5.5545 15.8214

50 Avg best 0.0072 0.0040 0.0057 0.0118 0.0078 0.0104

Avg worst 4.5776 29.9379 33.7780 37.9725 24.1907 62.4719

Avg mean 0.3644 4.7485 5.2531 2.6565 2.8641 6.8330

STD 0.9275 6.7580 6.6830 5.9773 4.1579 11.8790

T7(5-15) 10 Avg best — — 0.0022 — — —

Avg worst — — 39.5959 — — —

Avg mean — — 4.2110 — — —

STD — — 8.6873 — — —

50 Avg best — — 0.0039 — — —

Avg worst — — 25.0307 — — —

Avg mean — — 4.4172 — — —

STD — — 6.4528 — — —

TABLE V

ERROR VALUES ACHIEVED FOR PROBLEMS F2

Dimension(n) Errors T1 T2 T3 T4 T5 T6

10 Avg best 0.0534 0.0678 0.0813 0.0596 0.1032 0.0582

Avg worst 0.2102 68.0774 473.8170 14.0593 441.2040 51.9411

Avg mean 0.0984 8.1209 17.9979 1.0652 101.3840 6.5192

STD 0.0291 14.3832 62.2259 2.8269 134.5180 13.8172

T7(5-15) Avg best — — 0.0663 — — —

Avg worst — — 36.9357 — — —

Avg mean — — 3.7385 — — —

STD — — 7.9542 — — —

TABLE VI

ERROR VALUES ACHIEVED FOR PROBLEMS F3

Dimension(n) Errors T1 T2 T3 T4 T5 T6

10 Avg best 674.0810 943.8250 943.781 727.1850 907.9080 691.9480

Avg worst 1103.6600 1270.5000 1240.51 1644.5500 1202.0900 1834.1700

Avg mean 810.8300 1078.7500 1073.4300 1031.5300 1023.90 1186.9000

STD 66.1085 64.1245 64.9950 274.7490 57.8713 292.2960

T7(5-15) Avg best — — 786.6300 — — —

Avg worst — — 1259.2700 — — —

Avg mean — — 1061.8300 — — —

STD — — 110.0980 — — —

TABLE VII

ERROR VALUES ACHIEVED FOR PROBLEMS F4

Dimension(n) Errors T1 T2 T3 T4 T5 T6

10 Avg best 0.0679 0.1222 0.0864 0.0543 0.1497 0.0618

Avg worst 26.0705 586.2790 580.6420 51.9689 562.5500 336.7740

Avg mean 1.4227 122.4410 98.6688 4.2632 304.5660 12.6334

STD 4.5459 201.6270 196.6950 9.7255 203.2430 55.8386

T7(5-15) Avg best — — 0.0864 — — —

Avg worst — — 547.4190 — — —

Avg mean — — 52.9010 — — —

STD — — 130.5930 — — —

TABLE VIII

ERROR VALUES ACHIEVED FOR PROBLEMS F5

Dimension(n) Errors T1 T2 T3 T4 T5 T6

10 Avg best 0.2511 0.4368 0.3469 0.2172 11.5370 0.3173

Avg worst 1728.1000 705.1520 786.2750 1375.1600 1927.6400 1910.6400

Avg mean 40.8943 34.4531 34.9420 120.6370 943.2230 480.3370

STD 221.2120 119.8960 115.0250 293.5420 633.3180 610.8020

T7(5-15) Avg best — — 0.2742 — — —

Avg worst — — 1651.6300 — — —

Avg mean — — 219.4660 — — —

STD — — 427.8170 — — —
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TABLE IX

ERROR VALUES ACHIEVED FOR PROBLEMS F6

Dimension(n) Errors T1 T2 T3 T4 T5 T6

10 Avg best 0.1003 0.2871 0.2873 0.1074 38.4149 0.1442

Avg worst 418.3680 937.3390 1018.5300 906.2330 1101.5000 1324.4200

Avg mean 20.4434 391.1960 456.4410 83.9698 845.8620 482.2070

STD 79.3230 395.4350 405.0380 220.1770 251.2080 434.4210

T7(5-15) Avg best — — 3.8001 — — —

Avg worst — — 1077.8100 — — —

Avg mean — — 372.4740 — — —

STD — — 394.6680 — — —

Fig. 1. Convergence behavior for each function and enviromental condition with dimension = 10, following the same sequence as the one in Table II.
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