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Abstract— This paper proposes a two-phase hybrid approach etc and is a typical combinatorial optimization problem,
for the travelling salesman problem (TSP). The first phase is jt has attracted the interest of the genetic algorithm (GA)
based on a sequence based genetic algorithm (SBGA) with an ¢, mmunity [7]. Various techniques have been considered
embedded local search scheme. Within the SBGA, a memory is h Vi TSP b . GAs. Th includ
introduced to store good sequences (sub-tours) extractedom w en-so ving : y using S. Ihese Include crossover,
previous good solutions and the stored sequences are used tomutations, selections and local searches. In most GAs, the

guide the generation of offspring via local search during te  operations are simple; but more complex techniques are also
evolution of the population. Additionally, we also apply sme ysed and are still in progress.
techniques to adapt the key parameters based on whether the

best individual of the population improves or not and maintan Thi " h hvbrid h for th
the diversity. After SBGA finishes, the hybrid approach entes IS paper proposes a two-phase hybrd approach for the

the second phase, where the inver over (10) operator, which TSP. In the first phase, a sequence based genetic algorithm
is a state-of-the-art algorithm for the TSP, is used to furtter ~ (SBGA) which was proposed in [1], but here we have used
improve the solution quality of the population. Experiments  an embedded local search scheme to solve the TSP. Here

are carried out to investigate the performance of the proposd e \ord“embedded’means that the local search technique
hybrid approach in comparison with several relevant algorthms . . . . s .

on a set of benchmark TSP instances. The experimental resslt 1S @Pplied before the final evaluation of the individual in
show that the proposed hybrid approach is efficient in finding Crossover and mutation. Within the SBGA, a memory is

good quality solutions for the test TSPs. introduced to store good sequences (sub-tours) extracted
from previous good solutions. The stored sequences are used
to guide the generation of offspring during the crossover
The travelling salesman problem (TSP) is probably thand mutation operation. After each crossover and mutation
most widely studied combinatoral optimization problem an@peration, local search runs to improve the fitness of newly
attracted a large number of researchers over the last figgeated child based on the set of sequences stored in the
decades. For a TSP, a salesman needs to visit each of arfemory. Additionally, some procedures are applied to main-
of cities exactly once, completing a tour by arriving at g Cit tain the diversity by breaking the selected sequences into
that is the start and by travelling the minimum distance or tgub-tours if the best individual of the population does not
find a minimum weight Hamiltonian cycle in a graph. Moreimprove. After SBGA finishes, the hybrid approach enters
formally, given N cities, the TSP requires to search for ahe second phase, where the inver over (I0) algorithm [11],
permutationt = {r(0),7(1),---,m(N — 1)}, using a cost which is a state-of-the-art algorithm for the TSP, is used to
matrix C' = {c;; }, wherec;; denotes the cost (known to the further improve the solution quality of the population. I© i
salesmen) of travelling from cityto city j, which minimizes g kind of blind operator. Along with good adaptive power it

I. INTRODUCTION

the path length defined as follows: suffers from random inversions which does not give better
N individuals finally. We modified the original 10 by making
f(m,C) = ZCWM@H) mod N (1) the inversions restrictive, only those inversions withtéet

i=0 fitness scores will be retained and replace the original tour

wherer (i) denotes the-th city in the tour. Assuming that i-e. a kind of local refinement with |O.

a city 7 in a tour is marked by its positiofw;, y;) in the ) ,
plane, and the cost matriX contains the Euclidean distance In order to investigate the performance of the proposed

between cities, then the TSP is both symmetric and metri€YPrid approach for the TSP, experiments are carried out to
The search space of a TSP is giant, containMigper- compare it with other relevant algorithms on a set of small

mutations, and the TSP was identified by Gaegyal [3] and large benchmark TSP instances. Experimental results

to be NP-hard. There are many exact and approximatiéﬁ'ow_that_the proposed hybrid approach is superiqr to the _IO
algorithms developed for solving TSPs. Since the TSP hasa(l}gonthm in terms of the convergence speed solution gualit

variety of application areas, such as, vehicle routingptob and time as well.

control, crystallography, computer wiring, and schedulin . . .
4 grapny P g @ The rest of the paper is outlined as follows. Section I
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{saa29, s.yang@mcs.le.ac.uk). . . . . .
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Algorithm 1 Sequence Based GA (SBGA) are given in the following subsections, respectively.

1 flnitializi P(ép%fthl? Sizepopsizg 1) Sequence generatioin SBGA, after the set of se-
2 for eac ,,'nz'_v('jp”tZéZ@ 1§)P °p do guences are initialized, we update the set of sequences when

. 1 T 3 . . .« . .
4: end for the fithess of the best individual of the population improves
5: repegt he size of For the generation or update of the set of sequences, arcertai
6: Adapt the size of sequencés., percentage of the best individuals from the population are
7:  GenerateSequence(Numseq) . .
8:  mating-pool := TournamentSelect(Pop) selected. Each of these selected individuals is checketiyne
1%1 /f/ CrPSSO(\]Nir oy one to generate sequences as follows. An individual is loroke

: or 7 := 0 to popsize dO : _ .
11. Select two parents, and i, from the mating.pool into equal parts (sub_tours_), each with the same number of
12: if (rand(0,1) < p.) then nodes. The next step is to find the shortest sub-tour among the
13: ggegt)e; ’ qhillila Ofa_md _ ch)ildb by e — candidate sub-tours. SBGA starts from the first node 0

la, 1y, F'reqO finsertion : ; _
14: Add child, and childy 10 Popim, and goes until the nodg <n Sseq), WhereS,., represents_
15: end if the size of a sequence, i.e., the total number of nodes in a
16:  end for sequence (sub-tour).
17:  // Mutation
18: for each individualind; € Popimp do -
19: if (rand(0,1) < pm) then Algorithm 2 GenerateSequence(Numgeq)
20: e — SBIM((ind;, inversions, FreqO finsertion) 1: Select the best individuals from the population and stivem in
21: Add indi to POptmp BeStindi
225 end if 2: for i := 010 Numseq do
23:  end for 3:  Split Best;,q4;[i] into n sub-tours, each with the same number of
24:  Pop := SelectNewPop(Pop+ Popimp) nodes
25: until Termination condition = true 4:  Calculate the length of each sub-tour
5: Further optimize the sub-tour with the minimum length bg-®pt
improver
6:  Store the sub-tour into the set Bqnumseq
Il. THE PROPOSED HYBRID APPROACH FOR THESP 7: end for

A. Phase 1: SBGA with embedded local search

_ As mentioned before, the first pha;e of the hybrid approailgorithm 3 ¢ — SBOX

is based on the _SBGA proposgd in [1]. The stru_cture of Randomly selech..:

the SBGA used in this paper is shown in Algorithm 1.2: Remove the nodes o,.; from thenodes;,q of individual i, andi,

SBGA uses a reverse approach of fragment assembly in DNA; Perform OX on the remainingodes;nq of ia andi, to create children

sequencing. In DNA sequencing, all possible base pairs of ‘Z;;éf;“;g‘i‘?(zclggldmSsel’me)

genome are putting together in pieces that match and the apply SBLS(childy, Sser, Finsert)

sequence becomes bigger and bigger [9], [8]. In SBGA, sukb: Evaluatethilda , childy)

tours are used to construct the whole tour. Similar work has

been done in [10], where an individual is broken into parts For example, given an individual ABCDEFGHI-

and then reconnected in a random way. JKLMNOP and the number of nodes in a sequence
The first step of SBGA is to initialize the population. A S, = 4, then the candidate sequences for the shortest path

simple 2-Opt improver is applied to each individaéalli; for  in this individual areABCD, BCDE, ---, MNOP. In this

K iterations to give a nice start for SBGA. Then, a set ofpliting procedure, one node comes in and one goes out. So

Num,eq sequences are generated as follows. A set of besiimost every node participates. The length of each sub-tour

individuals are selected from the population. Each setectés calculated. Suppose the shortest sequenBEBE Then,

individual is then broken into sub-tours, each of which haBCDE is further optimized by the 2-Opt improver to, say,

the same number of cities. The sub-tour with the shorte§IDBE Finally, this sequenc€DBE is stored in a set of

length is selected, further optimized by a 2-opt improvér [5 sequncesSeqnumseq. The same procedure applies for all

and then stored in a sequence set. This set of sequengefected top individuals to generat@um,., sequences.

will be used to guide the crossover and mutation by putting 2) embedded-Sequence Based Order Crossover (e-SBOX):

the sequence in a proper location among a set of randorhe Order Crossover (OX) [2], [4] is a sexual reproduction

locations. operator. It is the variant of “two point crossover” and is
After the construction of sequences, a mating pool ia classical “blind” heuristic, which does not depend on the

generated using the tournament selection with the tournameocal city-to-city distance information, but only on theophl

size 3. Then, crossover and mutation are performed based‘ahole genome” fithness to achieve progress. It is observed to

the set of sequences to generate offspring. In the propodes one of the best in terms of quality and speed, and simple

hybrid approach, we integrate the local search operatonast® implement.

additional part within crossover and mutation not a separat In SBGA, we use a modified OX operator, the embedded-

one as in our previous study [1]. Simply, the local searclsrursequence based OX (e-SBOX). The pseudocode of e-SBOX

after each crossover and mutation operation to improve tli®shown in Algorithm 3. e-SBOX works as follows. First, a

fitness of newly created child. The details of each operatiamndom sequencg,.; is selected from the set of sequences.

(ia; ’L'b, Finsert)




Two individuals are selected from theating_pool, which is  whether the best fithess changes. If the best fitness changes
created through the tournament selection as mentioneabafor each generation, e-SBIM will not execute. So, the number
If the crossover condition is satisfied, then those nodelef tof executions will be in the rang@, S..,]. The details of
sequences,,; are removed from both of the individuals ande-SBIM is shown in Algorithm 4.
crossover occurs between the remaining partial indiveltal ~ The overall procedure of e-SBIM is similar to that of
create two partial children. These two partial childrennthee-SBOX. The difference lies in that e-SBIM inverts the
undergoes sequence based local search (SBLS) to create sgguence before inserting it in an individual. Here, if the
complete children. passing parameténversions is equal to 0, e-SBIM will not
e-SBOX s illustrated using the following example. Letexecute; otherwise, e-SBIM will be executed fawersions
14 andi, represent the parent®{, P2) andchild,, child, iterations by selecting two random points in the remain-
represent the childrenC(l, C2). Let the sequencé,.; be ing nodes of the individual and performing the inversion.
CDBE, then the crossover performs as follows: Then, the fitness of the resultant individugl,,,,,, f (%)
is calculated. If it is better than the fitheggi emp) Of
itemp, that inversion is accepted; otherwise, the inversion is
rejected. Thereafter, SBLS is executed, where the inverted

Algorithm 4 e — SBIM (i,,, inversions, Fy,sert)

: Randomly selecft,;

. St

= reverse selected,.;

sel *

" itemp 1= remove the cities irb; from individual i,
. for ¢ := 0 to inversions do

Sser 1S inserted into a best position among a set of different
random positions. Our approach guarantees possibly dtuitf

individual as the position to insert the inversed sequence i
optimized.

ey = IVErse cities in between points andps of iremy A demonstration of a mutation operation is given below,
if f(ltemp) < f(ltemp) then

el S wherei,, denotes the parert andi..,, denotes the child
. endif o c.

10: end for

11: Apply SBLS(itemp, Slops Finsert)

12: Evaluatefemy )

13: i = itemp

1
2
3
4
5: Randomly select two points; andpz (p1 < p2)
6:
7
8
9

Algorithm 5 SBLS(ind;, Sset, Finsert)

1: X := 2-Optend;, K)

2: Create a set dfX| x F;nsert random locations, whergX | denotes the
number of cities inX

3: Find thebest_position in X which gives the minimum length increase
after insertingS,;, according to the following equation:
InCLength = Min;\]:_ojw (diSt[Seq[OH [XJ]+

dist[seq[M — 1]][X;41] — dist[X;][X;41])

where N is the total number of cities in the TSP aid is the number
of cities in S,

4: ind; := insert.Sg.; into X at the positionbest_position

5: Evaluate{nd,)

Select Perents
P1=ABCDEFGHIJKLMNOP
P2=PONMLKJIHGFEDCBA
Remove (CDBE)
Plimp :=AFG | HIUK | LMNOP
P2¢mp :=PON| MLKJ | IHGFA
After crossover
Clipmp :=GFAHIJKPONML , C24,,,;, := NOPMLKJAFGHI
Apply.
SBLS(Cltmp7 Sseh Finsert) ’ SBLS(Cltmp; Ssel; Ensert)
C'1 :=GFAHIJKCDBEPONML After inversion Cyy,p, :=AFG | MNLKJIH |OP
C2 := NOPMLKJACDBEFGHI Apply: SBLS(Cimps Ssets Finsert)

The parametef;,, ., supplied to the crossover operatorC :=AFGMNLKJIHBDCEQOP
denotes the percentage of random locations that will be 4) Sequence based local search (SBL&Jcal search
checked for inserting the senquen€g,; in an individual. (LS) is an efficient heuristics for combinatorial optimizat
The Fjyscr¢ varies from 5% to 15% to the size of a TSPproblems [6]. In SBGA, the set of sequences stored in the
instance. For example, for th&€l101 TSP instance used in memroy is applied in the LS to guide the generation of
the experimental study, 5 random locations will be checkeghildren towards promising area of the search space. The
if Finsere = 5% since there are 101 cities in thé/101 TSP pseudocode of SBLS is shown in Algorithm 5.
instance. SBLS takes an individuaind; and first performs 2-Opt

3) embedded-Sequence based inversion mutation (&prover for K times. Then, SBLS finds the best position
SBIM): After crossover, each offspring undergoes mutatiofrom a set of randomly selected positions to insert a sedecte
with a small probabilityp,,,. For TSPs, the Simple Inversion sequence intoind;. The distance between the first and
Mutation (SIM) operator is one of the best performers [4]last nodes of the sequenés,; is calculated according to
In our approach, we perform embedded sequence bagkeé distance matrix relevant to the adjacent nodes of the
inversion mutation (e-SBIM) on an individual for some iter-individual ind; where the sequence may be inserted. The
ations, and preserve those inversions which have a positigesition corresponding to the minimum length increaseevalu
effect on the performance. This increases the convergenbecy.,q:, iS Used to insert the sequen§g,; to ind;.
speed although involving an extra overhead on the mutation5) Adapting Parameters and Maintaining the diversity:
operator. The number of iterations of e-SBIM depends olm SBGA, we use adaptive techniques to adapt several key

Parent P :=ABCDEFGHIJKLMNOP
After removing (ECDB) P, :=AFG | HIJKLMN | OP



parameters, including the step sigefor the 2-Opt improver knowledge taken from other individuals in the population.
used in SBLS, the size of sequendgs,, and the crossover 10 is an unary operator, since the inversion is applied to a
and mutation probabilities. For the first parametat,is segment of a single individual, however, the selection of a
initially set to 5. When the best fitness of the populatiosegment to be inverted is population driven, thus the operat
does not imporve, the value df is increased by 5 until it displays some characteristics of crossover/recombinatio
reaches 20. If the best fitness of generation improsess The outline of the 10 operator is shown in Algorithm 6 and
reset to 5. it works with only two parameters, the population size and
The size of sequenceS,., stored in the memory is the probability of random inversiop = 0.02.
adapted also according to whether the best fitness of genera2) Restricted Inver Over:lt is clear from the above
tion improves. Initially,S;., is set to the value of N/v/N|,  Algorithm 6, that the main loop terminates only and only
where N is the total number of cities in the TSP and| if the next or previous city of cityC' is C* in route* then
returns an integer nearest or equalztoWe use a variable exit from the main loop. It does not consider which inversion
tus to denote when to updaté,.,, which is initialized contributes in fitness gain or not. We have made the inversion
to 20. When the best fithess of the population does negstricted by shifting the evaluating part of Algoithm 6dnt
imporve, t,s is decreased by one. Whep, = 15, we set the mainwhile() loop before the assignment 6f:= C*. At
Sseq = 0.75 x N/v/N|. Whent,, is further reduced to fistit seems to be an extra overhead on the IO and this would
10, we setSy., := (0.5 x N/V/N|. Whent,, is further increase the execution time. But it should be interesting to
reduced to 5, we sef,., := [0.25 X N/V/N|. Whent,, is compare with original 10 or proposed restricted 10 not even
further reduced to 0S;., := 2, which means a sequence will decrease the computation time but also contributes in good
become an edgéi, j) and SBGA searches for the shortessolution quality. From Table | this comparison is quite clea
edge and re-inserts it in a proper position of an individnal i  3) Restricted Inver Over with partial random initializa-
SBLS. If the best fitness of the population improvgg, is  tion: As mentioned above, SBGA performs well at the

reset to 20 and,., is reset to|N/v N |. early stage of evolution and do fast conversion which is
obvious from Fig.3, which can get good fitness but reduce

Algorithm 6 Inver-Ovek Pop(t)) the diversity as ngl. So, when _IO is employed in _the s_econd

1. for eachroute, in Pop(t) do phase of our hybrid approach, .|t _not only brings dl_ver5|ty bu

2: route* :=route; also contributes better in obtaining good results in terins o

3 sel_ect randomly a city’ from route* fitness.

g: Wh#erfg{(fso<pthen Since the diversitylof the population affects the pgrfpr-

6: select the cityC* from the remaining cities imoute* mance of 10 greatly, in our hybrid approach, before giving

; else et randorm o o i control to 10, along with previous parent and child popu-

select randomly a route rrom the population . . P P

o assign taC"* the next city toC in the selected route !atlons, some p_ercentage of r_andom individuals are n‘t_;iacte

10: end if into the population. If theopsize is 30, then the total size

11 if the next or previous city of city”' is C* in route™ then of the population for 10 in the second phase will be 90 (30

12: exit from the while loop . T .

13 end if parents, 30 children, and 30 random individuals respdgjive

14: inverse the section from the next city of cigy to city ¢* in  and for large benchmark the population size is 60 (20 parents

15 route® 20 children, and 20 random individuals respectively). This

16 endcv{lﬁlec approach is denoted by SBGA+IO+RI in this paper.

17:  if Length(route*) < Length(route;) then

18: route; := route* [1l. EXPERIMENTAL STUDY

190 end if A. Experimental setting

20: end for

In this section, we present the experimental results of the
proposed hybrid approach SBGA+IO+RI in comparison with
- " other three relevant algorithms, which are the 10 algorithm
robability p,,, as follows. Initially, we setp. = 0.55 and . T
gm = 0.0{3. If the best fitness c?? the population does no{ﬂ]’ the original SBG.A proposed in [1]’. and SBGAHO that
imporve, we increasg, with a step size 0.05 until it reaches'> t.h? propqsed hybrid app_roach but without adding rand_om
0.8 andp,,, with a step size 0.005 until it reaches 0.5. If the'nd'v'du"’lIS into the population when the second phase, (i.e.

) L 10) is started.
best fitness of the population improves,andp,, are reset . .
to their initial values. The proposed approach was implemented in C++ on a

2.66 GHz PC under the Windows Visual Studio environ-

B. Phase 2: The modified Inver over (10) algorithm ment. All TSP problem instances (except CHN144) are

obtained from TSPLIB for the symmetric TSP. The number

We have proposed two simple modification to the IOof cities in these cases varies from 51 to 144 for small

algorithm. we have explained these modification along WitBrobIems and from 318 to 1173 for large problems. The

the origional 10 algorithm in the following text repectiyel SBGA is not perfomed for large problems, because it takes
1) The Inver Over:Inver-over [11] is a smart operator

based on simple inversion. However, adaptive in nature,!Available from http://comopt.ifi.uni-heidelberg.de/seare/TSPLIBI5/

We also adapt the crossover probability and mutation



TABLE |
THE EXPERIMENTAL RESULTS OHO, SBGA, SBGA+IOAND SBGA+IO+RI

Instance [ Measure | 10 SBGA SBGA+IO SBGA+IO+RI
Best 544.369 553.097 546.886 544.369
EIL76 Err 0.0118 0.0280 0.0165 0.0118
(538) Avg 550.304 557.2756 556.401 548.294
Err 0.0228 0.0358 0.0342 0.0191
Avg Time 6.50 19.00 4.80 5.7
Best 644.275 663.867 645.919 645.205
EIL101 Err 0.0242 0.0554 0.0268 0.0257
(629) Avg 652.851 677.73 653.879 651.444
Err 0.0379 0.0774 0.0395 0.0356
Avg Time 6.80 23.00 5.60 6.3
Best 21285.4 21890.66 21285.4 21285.4
KROA100 | Err 0.0001 0.0285 0.0001 0.0001
(21282) Avg 21328.8 21896.66 21430.5 21321.7
Err 0.0021 0.0288 0.0069 0.0018
Avg Time 6.80 23.09 5.60 6.16
Best 20769.9 21732.1 20750.8 20750.8
KROC100 | Err 0.0010 0.0473 0.00001 0.00001
(20749) Avg 20879.1 21884.96 20921.7 20822.1
Err 0.0062 0.0547 0.0083 0.0035
Avg Time 6.70 23.00 5.40 6.2
Best 14397 14755 14397 14397
LIN105 Err 0 0.0248 0 0
(14397) Avg 14446.5 15276.7 14505.2 14426.4
Err 0.0034 0.0611 0.0075 0.0020
Avg Time 6.90 2450 5.60 5.7
Best 31388.1 32169 30661.1 30353.9
CHN144 Err 0.0343 0.0600 0.0103 0.0002
(30347) Avg 31681.6 33470.9 30953.9 30698.7
Err 0.0439 0.1029 0.0199 0.0115
Avg Time 6.96 17.00 5.00 7.00
Best 43045.5 - — 42831.6 42964.4
LIN318 Err 0.02419 - — 0.01909 0.0222
(42029) Avg 43174.8 - — 42955.8 43070
Err 0.0272 —— 0.0220 0.0247
Avg Time 47.35 — - 47.84 37.36
Best 55625.7 - - 51868.3 51866.9
PCB442 Err 0.0954 - - 0.0214 0.0214
(50778) Avg 55868.9 - = 52013.46 52236.8
Err 0.1002 -— 0.0243 0.0287
Avg Time 74.26 —— 61.78 55.36
Best 12096 —-— 7018.98 7031.91
RAT575 Err 0.7859 - - 0.0363 0.03822
(6773) Avg 127214 — 7031.45 704858
Err 0.8782 -— 0.0381 0.0406
Avg Time 110.36 - - 98.08 76.29
Best 34093.5 - - 9526.48 9218.27
RAT783 Err 2.8716 -— 0.05115 0.0468
(8806) Avg 34946.3 - = 9267.84 924428
Err 2.9684 - - 0.05244 0.0497
Avg Time 190.57 —— 72.33 106.06
Best 140569 —-— 43304.2 43441
u724 Err 2.3540 - - 0.0332 0.0365
(41910) Avg 145847 —— 43519.3 43485.8
Err 2.4800 -— 0.03839 0.0376
Avg Time 157.80 - - 139.94 92.84
Best 2.26e+06 - = 250757 252305
V1084 Err 8.4344 -— 0.0478 0.0543
(239297) | Avg 2.29e+06 - = 251469 252955
Err 8.5698 - - 0.0508 0.0570
Avg Time 332.80 —— 196.98 159.20
Best 432382 —-— 60223.4 60055.9
PCB1173 | Err 6.5880 —— 0.0568 0.0539
(56982) Avg 440485 - = 60476 60481
Err 6.7302 -— 0.0613 0.0614
Avg Time 347.17 - - 217.36 172.37

longer time which can be seen from Table: |. The parametersr thfo algorithms were set as follows. The population size
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Fig. 1. Experimental results of 10, SBGA,SBGA+IO, and SBG®@+RI. The effect of our approach has more additive improsets the original 10.

was set to 30 for the first eight TSP instances in the folgive relative deviation to the global optimal fitness lisiad
techniques. For 10 and SBGA+IO the population size is 6the table after the instance name. Finally, “Avg Time” is the
in large problems. And for SBGA+IO+RI algorithm, initialy average time used by algorithms in seconds. Fig. 1 shows the
the population size was set to 20 for the first phase ardynamic performance of algorithms regarding the average
for second phase the population size were increased to Bhess against the number of generations.

for making the population size consistent for the threetech o Fig.1 and Fig.2 the behaviour of SBGA shows that
niques. The crossover probability and mutation probabilitsgGa gives a better convergence speed at the initial stage of
were initially set top. = 0.55 andp,, = 0.055, respectively, e solving progress. The convergence speed is also visible
which are adapted by a small value to a maximum valug,m Fig.3, which is ploted from0k evaluations of both the
when the best fithess of the_ generation does not change. T&]Sorithms forchn144andpcb1173Then, it behaves similar
percentage of random locations to insert a sequefiGes, o the 10 operator. In terms of the number of evaluations,
was set to 5% for these experiments. the ratio between 10 and SBGA is 1:3, as SBGA using
the traditional binary operator with an additional embetide
SBLS. But due to adaptive behaviour of 10, it gives a better
In Table I, we present the averaged results of 10, SBG/Asolution quality at the later stage of the hybrid approadte T
SBGA+10, and SBGA+IO+RI over 30 independent runs. Irhybrid approach combines both the features of SBGA and
this table, “Best” denotes the best tour found and “AvglO. First, SBGA brings the fitness to a near-optimal level in
denotes the average fithess over 30 runs. The “Err” rovesfew generations and then IO further works and improves

B. Experimental results and analysis



p— 800000 — 0
—O—SBGA+IO \+]
600000 | S S 200000 i
Problem: LIN318; Problem: PCB442
500000 ( ) 00000 ] (Problem )
500000 |
., 400000 | "
8 8
£ £ 400000 -
's 300000 <
g & 300000 |
] 8
g g
< 200000 - < 500000
.
100000 100000 |
04
0 T T T T T T T T T T T T
0 10000 20000 30000 40000 50000 0 10000 20000 30000 40000 50000
Generations Generations
—e—10 —e—10
—o—SBGA+O —o—SBGAYO
—*— SBGA+IO+RI 750000 - —*— SBGA+O+RI
150000 - (Problem: RAT783) (Problem: U724)
600000 |
9 9
8 8 4 i
2 100000 - 2 50000
[ i
I3 I3
g 2300000 |
5 5
g g
< <
50000 -
150000 |
04
04
T T T T T T T T T T T T
0 10000 20000 30000 40000 50000 0 10000 20000 30000 40000 50000
Generations Generations
9000000 — —— 3 0
o seoavo 1350000 o swonno
8000000 | —*—SBGAHORI 1200000 —+— SBGAHIOWRI
7000000 -| (Problem:vM1084) 1050000 (Problem:PCB1173)
6000000 | 900000 ]
4 5000000 8
g o £ 750000 -
£ 4000000 L
2 & 600000
$ 3000000 ]
2 2 450000 |
2000000 | 200000
1000000 | 7
150000 |
04
T T T T T T 0 T T T T T T
0 10000 20000 30000 40000 50000 0 10000 20000 30000 40000 50000
Generations Generations

Fig. 2. Experimental results of 10,SBGA+IO, and SBGA+IO+Rhe effect of our approach is more prominent in larger mwoid. The arrow shows
the switchover from Phase:1 to Phase:2.
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Fig. 3. Evaluation results of I0,SBGA. The best after 100eisorded with 10k evaluations , which shows the convergefic@®BG&GA vs 10.



the fitness to give a better solution quality. maintaining the population diversity. After SBGA finishes,

It can also be observed that when the new population thke second phase uses the inver over (I0) algorithm [11]
selected from parent and child, lots of information is lostwith some extra refinements i-e. restrictive inversions and
So, by keeping parent and child population and introducandom immigrants like scheme, (I0) which is a state-of-
ing some random individuals,the SBGA+IO+RI outperformshe-art algorithm for the TSP, to further improve the sauti
SBGA and SBGA+IO. From Table 1, it can be seen thaguality of the population.

SBGA+IO+RI achieves better solutions than 10 on all test In order to investigate the performance of the proposed
instances, while SBGA+IO is slightly worse (first eight stalhybrid approach for the TSP, experiments are carried out
and medium instances), but comparatively better then SBG#f compare it with three relevant algorithms on a set of

However, from the results of Table 1 and Fig.1, we cabenchmark TSP instances. Experimental results show that th

see that our hybrid approach SBGA+IO+RI outperforms I@roposed hybrid approach is superior to the 10 algorithm and
regarding both the convergence speed and solution qualitye original SBGA regarding both the convergence speed and
and time. solution quality on most test TSP instances.

It should be interesting to compare original IO and our var- There are several issues for future research. Firstly, our
ious proposed approaches which is mentioned above. Figwencept totally depends on the formation of the set of
1 and 2 shows the plots between average tour length asdquences. It is interesting to further study when a new
generation for 13 problems. The three types of refinemesét of sequences should be introduced to SBGA in the
can enhance the performance, both converged more rapifibst phase of our hybrid approach. Secondly, during the
than original 10. The use of SBGA, restrictive |0 andexperiments it has been observed that some of the sequences
Rl also have additive effects on performance gain and ttemntain redundant information which causes the premature
contribution is dominating. From these preliminary result convergence at some stage of the solving process. Finally,
one may speculate that our approach is more effective aimlthis study, we investigate the hybrid approach for savin
increase théAdaptive Power” of the 10 which is not fully small, medium and large scale TSP instances. However, for
contributed by the original IO in case of small as well as idarger scale instances, more time is needed and the speed is
large TSPs instances. comparatively slow. One future research would be to study

In terms of computational time, it is obvious that permore complex TSPs and related problems like asymmetric
forming extra steps in our proposed approach would increa$&Ps, sequential ordering, and capacitated vehicle mutin
the execution time. But from Table | the characteristics aretc.
totally opposite. The IO takes longer time on all the inseanc
small and large. In case of rat575,rat783,u724,v1084 and
pcb1173 the 10 is unable to achieve acceptable fitness, Wit S. Arshad, S. Yang, and C. Li. A sequence based genetiritig with
due the additive effect of our approaches with 10, it not {,(\’,gfll(ssﬁggcznfocr;?nepggﬁlr']g? Ii?:ﬁ;igp‘;r_ogém%,05533_2009 UK
only gets better fitness but the execution time is reduceg L. Davis. Applying adaptive algorithms to epistatic daims, Proc. of
remarkab|y_ We may Specu|ate that most of the time in the 1985 Int. Joint Conference on Artificial Intelligencepp. 161-163,

wasted in inversions which is not fruitful regarding fitnes%] &983' Garey, R. L. Graham, and D. S. Johnson. Some NP-ceeipl

gain. geometric problems, IfPorc. of the 8th Annual ACM Symposium on
From Fig 1 and Fig 2, various algorithms are shown Theory of Computingpp. 10-22, 1976.

. . . ; ; [4] J. A. Larranaga, C. M. H. Kuijpers, R. H. Murga, |. Inza, dan
in different line styles. It is obvious from the p|OtS that S. Dizdarevic. Genetic algorithms for the travelling salas problem:

our proposed approaches are not overlapping. Which means a review of representations and operatdksificial Intelligence Review
that each and every refinement can contribute to additional vol.13, pp. 129-170, 1999.

: T : [5] S. Lin and B. Kernighan. An effective heuristic algonthfor the
performance gain. These contributions are more effectve f travelling salesman probler@perations Researclvol.21, pp. 498-516,

large problems. However, with these refinement not only 1973,
decrease the error rate but the CPU time used are redud@dP. Merz v'gllnd B-Freislleben- Memeltic algorithms for thevetting sales-
: man problemComplex Systemsol.13, pp. 297-345, 1997.
almost in all problems. [7] E. Ozcan, and M. Erenturk. A brief review of memetic alfuns for
solving Euclidean 2D travelling salesrep probleRroc. of the 13th
CONCLUSION AND FUTURE WORK Turkish Symposium on Artificial Intelligence and Neural Wweks
This paper proposes a hybrid approach for the TSP based pp. 99-108, 2004.

; ; R. J. Parsons, S. Forrest, and C. Burk. Genetic algosthoperators,
on a sequence based genetic algorlthm (SBGA) and I@ and DNA fragment assemblyylachine Learning vol.21, pp. 11-33,

operator. In the first phase, SBGA is used with an embedded 1995,
local search scheme to solve the TSP. Within the SBGA9] P. A. Pevzner, H. Tang, and M. S. Waterman. An Eulerianhpat

o approach to DNA fragment assemblgroc. of Natl Acad Sci USA
a memory is introduced to store good sequences extracted v0l.98.pp. 9748-9753. 1998,

from previous good solutions. The stored sequences are usg§] s. s. Ray, S. Bandyopadhyay, and S. K. Pal. New operafagenetic

to guide the generation of offspring during the crossover algorithms for the travelling salesman problemProc of the 2004 Int.
; ; ; Conf. on Pattern Recognition (ICPRJol.2,pp. 497-500, 2004.

and m_Utatlon operations. After each crossover and mutati ﬂ] G. Tao and Z. Michalewicz. Inver-over operator for th&F[ InParallel

operation, a sequence based local search scheme runs tGproblem Solving from Nature—PPSN pp. 803-812, 1998.

improve the fithess of newly created child. Some effective

ideas are proposed for adapting the key parameters and

REFERENCES



