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Motivation

Interactive Theorem Proving

The process of interacting with a computer to complete proofs.

User completes proof by entering a sequence of tactics.

Same task for novice and experienced users.
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How to proceed?

When manual intuition hasn't led to a proof:

• Automated tactics - auto, firstorder, tauto. . .

• Outsource to ATPs (why3 in Coq, sledgehammer in Isabelle).

• Utilise existing proofs.
• search, searchAbout, searchPattern.
• ML4PG (by Heras and Komendantskaya)
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Existing Proofs

Examples where user has entered a correct sequence of tactics.
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Model Inference
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FSMs and EFSMs Example

Finite State Machine

s0 s1key s2key s100key

Extended Finite State Machine
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Modelling Proofs with State Machines - 1

Given the following examples:

induction n. simpl. trivial.
induction a. intros. trivial.
induction l. trivial.
induction m. trivial.
induction n. trivial.
induction l. simpl. trivial.
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Modelling Proofs with State Machines - 1

Remove the parameters:

induction. simpl. trivial.
induction. intros. trivial.
induction. trivial.
induction. trivial.
induction. trivial.
induction. simpl. trivial.

Inferred FSM

induction

initial

intros || simpl trivial

trivial
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Modelling Proofs with State Machines - 2

Given the following examples:

induction n. simpl. trivial.
induction a. intros. trivial.
induction l. trivial.
induction m. trivial.
induction n. trivial.
induction l. simpl. trivial.

Inferred EFSM

induction ((p1==m ))||((p1==l ))||((p1==n ))

induction ((p1==a ))

initial

simpl trivial

intros

trivial
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Evaluation Process - Accuracy

Sensitivity

Proportion of times a model correctly accept a valid sequence of tactics.

Speci�city

Proportion of times a model correctly rejects an invalid sequences of tactics.

Negative examples generated by:
• Randomizing valid tactic sequences

• Using proofs from di�erent theories to the dataset
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Evaluation Process - k-folds cross validation
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Results

Data Set Proofs Sensitivity Speci�city

ListNat 70 0.84 0.81

Bool 100 0.95 0.55

Coqlib 100 0.22 0.96

Values 85 0.24 0.98
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Qualitative Value of Models

Can an inferred model be useful in proof development?

• Provides a visual interpretation of proofs

• Manually inspect the model.

• Automated application of EFSMs
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Automated Application

Proofs EFSM Coq Goal

Proof attempt is made by search through inferred EFSM.
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Preliminary Results from Automated Application

Data Set EFSM Success

ListNat 67%

Bool 30%

ConstructiveGeometry 35%

RegExp 25%

Float 48%
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Abstraction of labels

Without Types

s0

s1

induction ((p1==l)) || (p1==n))

With Types

s0

s1

induction ((p1==list)) || (p1==nat))
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Incorporate Negative Informations

Currently, models are inferred from successful examples.

During a proof attempt, there may be a lot of negative examples - failed

derivations.

Can we include this information in the model?
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Filtering of Existing Proofs

Combine our tool with clustering tool ML4PG (Heras and

Komendantskaya).

s0 s1rewrite ((p1== plus_n_O))

If this fails, try lemmas in the same cluster as plus_n_O
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Conclusions

We have shown that:

• Model Inference can be applied to theorem proving

• Inferred models can be useful in proof development

• Many ways in which we can improve the models
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